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1. INTRODUCTION

The dynamics of groups under inclusion of the aspect of solidarity can
be considered to be one of the most general and fundamental problems
of sociology. Society, being one of the main subjects of sociology, is
constituted by interacting human individuals. However, they are not
an amorphous crowd. The interaction “forces” between the individuals
generated by material; emotional, and mental needs and desires with
respect. to different aspects of life lead to a selforganization of structures
within society. These structures take the form of groups (i.e. ensembles
of individuals with certain common objectives). Each individual will in
general simultaneously belong to several groups taking the role of a
nominal or leading member in each of them.

:It turns out that an indispensable element of the formation of groups
is the emerging solidarity which provides a kind of glue between their
members. The theory of group dynamics, in which the element of
solidarity therefore should play the role of a central concept, intends to
understand and to formally describe not only. the stationary structure,
but also the rise, evolution, and decay of social groups.

The authors Fararo and Doreian (1995) of the introductory chapter
to this book have given a comprehensive overview of the extensive
literature already devoted to this problem.

Three main, of ‘course intertwined, kinds of problems can be
distinguished in this chapter:

1. the problems on the micro-level concerning individuals, including
their motivations, emotions, beliefs, activities, and forces,
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. the problems on the macro-level concerning structures, i.e. which
part-whole relations, common interests and objectives, sanction
mechanisms effecting compliance with obligations, feelings of
loyalty, and identifications with a collectivity, etc. finally produce
the tie of solidarity leading to the formation of groups; and

. problems referring to the operationalization of these qualitatively
formulated concepts in a quantitative framework capable of captur-
ing structural as well as dynamic aspects in a mathematical form.

)

Our contribution focusses on the third problem, i.e. how to set up a
sufficiently general mathematical model of group formation and evolu-
tion for a system of interacting and competing groups under inclusion
of a quantitative concept of solidarity. It was our-intention to explicitly
incorporate as many ideas about group formation as possible from the
literature analyzed in the above-mentioned chapter. This was much
simplified by the fact that these ideas seem not to have a mutually
exclusive but rather a complementary character.

Before proceeding to the details of our model design we shall now
discuss -some general problems of model construction implied in the
present context.

(a) The wholeness of model construction. Because of the strong
interrelatedness of all concepts in the context of group formation it
seems impossible to construct a model part by part, in a piecemeal
way. Instead, theoretical coherence corresponding to the correlation of
all factors involved can only be reached by constructing the whole
mathematical framework at once. Therefore also the émpz‘rical valida-
tion cannot take place plece by piece but by verifying the outcomes of
the whole model in as many independent cases as possible where
empirical measurements are feasible.

(b) Operational and hidden variables. Any mathematical model
must obviously contain a set of “operational variables” which by
definition are directly measurable, i.e. accessible for empirical valida-
tion. But not all relevant variables need to be operational. In order to
obtain a coherent theoretical and interpretational conceptualization it
may turn out to be necessary to introduce “hidden variables” whose
values cannot be measured directly but which are indirectly measur-
able by observing their effects on the operational variables in the
dynamic process.

(c) The problem of interpretational ambiguity. The mathematical
model for a self-contained set of (operational and/or hidden)
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key-variables may have two or more possible qualitative interpreta-
tions. That means, more than one behavioral motivation may lead to
the same group dynamics. Therefore the full wealth of qualitatively
different descriptions of attitudes ¢an in general not be depicted one to
one in the mathematical framework. Instead, the mathematical model
provides a projection (in the sense of a homomorphism rather than an
isomorphism) of the full reality into a restricted representation by few
key-variables (see Helbing, 1995, p. 14, 127f).

(d) Fictitious and real scenarios and their relation to the verification
process. Bvery sufficiently comprehensive mathematical model contains
a set of “trend parameters” which denote the parameters in the evolution
equations of the relevant variables. Even if the meaning of the trend
parameters is clear, their numerical value remains open for the first.
Fach set of trend parameters within the admissible domain and the
corresponding simulation of the dynamics leads to a scenario which is
theoretically possible within the frame of the model. However, most of
these scenarios are fictitious, whereas the few actually observable sce-
narios should be seen as embedded into the vast manifold of theoreti-
cally possible but fictitious scenarios. The selection of realistic scenarios
from all possible scenarios simultaneously leads to a validation of
the model (if realistic scenarios are contained in the manifold of the
theoretically- possible ones) and to an appropriate calibration of the
trend parameters. But also fictitious scenarios belonging to extreme
choices of trend parameters and correspondingly biased motivation
structures can be of high importance: They can serve for a study of the
effect of artificially exaggerated motivations on the dynamics of the
system.

The sections of this chapter are organized as follows: In Section 2
the design principles of the model will be explained in qualitative terms.
Section 3 will then contain the explicit mathematical formulation
of the model, beginning with the definition, explanation, and inter-
pretation of the relevant key-variables, trend-functions, and trend-
parameters. Further we will set up coupled differential equations for
the evolution of these variables. In Section 4 selected scenarios will be
simulated as special solutions of the model equations. Each scenario
will be accompanied by a sociological interpretation. The simulations
can of course not exhaust the content of the model and should be
considered as a first step towards its numerical investigation. Finally,
Section 5 is an attempt to establish a relation between our model and
selected literature in this field.
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2. T” " E DESIGN PRINCIPLES OF THE MODEL

In thls section we shall exhibit the problems and develop the design

principles of our model in a verbal non-mathematical form but with,

the intention to prepare its mathematical formulatlon in the next
section.

The purpose of the model is to give an insight into the dynamlcs of
the evolution of groups and their competitive interaction on the
macroscopic level. The dynamics will imply stages of rise, evolution,
stationarity, and decay.

Studying the literature (see also the discussion in Section 5) it
becomes apparent that group structure and dynamics is considered on
different scales and from different perspectives.

Some approaches focus on the more microscopic level of individual
activities and interactions which represent the daily routine of group
life and reproduction. We denote the fast and fluctuating variables
belonging to this scale as micro-variables. These include the network-
variables which describe the activities within the social network (net-
work activities).

Other approaches focus on the slowly varying collective variables on
the macro-level which characterize and dominate the global structure
and evolution of a system of interacting groups. We denote these slow
macro-variables as key-variables or order-parameters.

Evidently all variables are interconnected. In particular, the key-
variables are somehow composed of the network-variables. Therefore
a full theoretical description of group dynamics should comprise both
the microscopic network-variables and the key-variables, however, ‘at
the cost of immense complexity and tangledness.

Instead we shall restrict ourselves to a formal descr1pt10n of the
macro-level taking into account a set of relatively few key- varzables
only. :

This procedure must be justified because it implicitly assumes that
the key-variables exhibit a quasi-autonomous self-contained sub-dynamics
aof their own, without explicitly taking into account their connection
with the microscopic network-variables.

In cases where a complete set of equations for both micro- and
macro-variables is available, as it happens for many physico-chemical
systems such a justification can be given. It follows from the so-called

“slaving principle” discovered by Haken (1977). Its quahtatlve mean-
ing can be easily understood: The fast-moving micro-variables nearly
instantaneously adapt to their momentary equilibrium values, which
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gradually vary with the slow temporal changes of the macroscopic

order-parameters. By this, the dynamics of the micro-variables is

already determined by the slowly changing order-parameters. Conse-
quently, the micro-variables can ‘be mathematically eliminated by
expressing them in dependence on the macro-variables. There remains
a reduced set- of autonomous dynamic evolution equations for the order-
parameters only into which the micro-variables enter merely implicitly
via the elimination procedure.

Can this procedure be transferred to sociodynamics, in particular to
our present problem? .

On the one hand, it can be well substantiated that the relation
between the fast network-variables of: daily routine and the slow
key-variables’ of global group structure is analogous to the one
between the fast micro-variables and the slow macro-variables in
physico-chemical systems. Indeed, the dynamics of the fast network-
variables is constrained, guided, and dominated by the (slowly evolv-
ing) structure of the group. Presuming that the momentary global
structure of the group is a reflection of the daily network activities,
which, however, do not appear explicitly, the main remaining problem
is the dynamics of the slowly evolving key-variables characterizing the
macro-structure of the group.

On the other hand, there is no system of equatlons available at all
for which an elimination procedure via the “slaving principle” could
be applied. Therefore the search for a sufficiently comprehensive and
self-contained set of key-variablés and the introduction of their dy-
namics will base on a combination of observation and intuition.

In our modelling procedure we restrict ourselves to a deterministic
{not stochastic) descriptive level, which is equivalent to a consideration
of the mean-values of the key-variables neglecting their probabilistic
fluctuations. This is done in order to avoid a too high complexity
which could not be exhausted anyway. Our approximation can be
justified if the probabilistic fluctuations of the considered variables are
small. This holds if the considered groups are large enough so that the
deviations from the mean-values are small. The approximation may
however become problematic for groups in which the number of
members is small.

An extension to stochastic equations which take into account
fluctuations is possible. The equations for the key-variables then
appear as the approximate mean-value equations of the corresponding
stochastic equations; Weidlich and Haag (1983), Weidlich (1991, 1994)
and Helbing (1995).
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Let us now go over to the details of model design.

The Key-Variables of the Model

We have now to search for a set of adequate key-variablés dominating
the structure and evolution of groups on the macro-level. Our con-
clusion is that two kinds of variables are indispensable. The first kind
are the. »

Collective Personal Variables

The members of a group do not form a homogeneous crowd. A group
rather develops a hierarchy of subgroups the members of which possess
different degrees of influence, responsibility, and obligation. The hier-
archy may comprise few or many organizational levels reaching from
nominal membership to leadership. In any case, an essential structural
feature of a group is the number of levels of influence and obligation
and the distribution of its members over these hierarchical subgroups.
The numbers of group members on the different hierarchical levels can
be combined in a vector that is denoted as group configuration. Here,
the group configuration summarizes a set of slow time-dependent
collective personal variables that partially characterize the group struc-
ture and its dynamics at the macro-level.

If the activities, responsibilities and' obligations as ‘well as .the
attitudes and the mentality belonging to each organizational level were
described in detail, we would have a description of the micro-level of
network-activities of the group down to the behavior of a single
individual member. These micro-activities however do not explicitly
appear in the macro-variables of the group configuration which are
nevertheless a resul/tant of the daily network activities.

Transpersonal Variables

The “groupness of a group™ is only partially captured by variables like |

those comprised by the group configuration. A group is led by ideas
and visions which sometimes even form a coherent ideology with
respect to the common purposes and objectives of the group. These
ideas and visions provide a kind of glue keeping the group together
and establishing a feeling of identification with the group among its
members. The intensity of this sentiment may reach from “feeling at
home in the group” up to enthusiasm and fanaticism.

i
1
!
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“The togetherness and common bond of group members coming
about in this way creates an indirect relation between them because
cach member is indirectly tied to the others by adhering to the same
group ideology. This relation differs from the one coming about by
direct interaction (e.g. by imitation, persuasion, urging to activities)-
between each pair of members of the group.

In general, direct as well as indirect relations will contribute to the
formation of the groupness of a group but the relative weight of both
may vary considerably. In groups of political extremists or religious
sects the fanatic belief in the group ideology ‘will prevail, whereas in
clubs or associations devoted to sports or arts the interindividual
partnership will prevail. :

The aspects of group ideology are, on the one hand, established and
sustained by-all individual members. On the other hand, these ideas
act back on the members by inspiring them and urging them to
become active supporters of the group. But just by being supported by
all and, vice versa, by inspiring a/l members of the group, the aspects
of group ideology take on a transpersonal quality since they cannot be
attributed and allocated to any particular person. Therefore it is
adequate to treat them as entities on their own, i.e. as conceptual
realities of separate and distinct existence, and to endow them with
their own dynamics.

Our conclusion is that consequently one should attribute to each
group a set of transpersonal variables satisfying their own dynamic equa-
tions (which are coupled to the variables of the group configuration)
and describing substantial aspects of the group ideology and its
interaction with the members. In a minimal model one should focus on
one transpersonal variable which abstracts from the contents and
colors of a specific ideology and simply provides a measure for the
intensity of the emotional affection and adherence produced by the
group ideology among the members-of the group. This central trans-
personal variable is denoted as the group solidarity.

At this stage we will postpone the question whether the group
solidarity should be considered as an operational or a hidden variable
(see Section 1), i.e. whether it can be measured directly or only
indirectly.

The full set of key-variables of a minimal model of interacting
groups thus will consist of the group configuration and the group
solidarity for each group. -
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The :El_ementary “Priving Forces” of the Dynamics

The ‘main problem now consists in finding the elementary driving
forces responsible for changes of the key-variables in order to insert
these 1n a consistent, self-contained system of evolution equations.
First we note that a stationary state of a system of groups will
consist of the stationary numbers of non-members and members of ali
groups on the different levels of hierarchy and of the stationary values
of the variables of group solidarity. However, the knowledge of the
stationary state itself does not contain much information about the
causes of its generation; in other words, there lacks a process concep-
tualization. In order to learn more about these causes we must try to
understand how the changes of the key-variables, i.e. the changes of the

. numbers of the group configuration and the increases or decreases of

the solidarity variables come about. _
The change of the group configuration, ie. the change of the

numbers of members of a group occupying certain roles and levels in-

the hierarchy is evidently due to the transition of individuals from one
role to another (for instance the transition from non-membership to
the status of & nominal member of a group, or the transition from the
status of a nominal member to that of a leading member).

At this point the dynamics of those key-variables which describe the
group configuration is influenced by the decision-making of individ-
uals who occupy a role which they want to change. The crucial
“driving force” behind the decision to make such a transition is a
conditional motivation to adopt — ceteris paribus — a certain new role in
the group configuration, depending on the respective role one has
occupied before.

The mathematical formulation of this matter, which is the subject of

Section 3, will therefore consist in introducing transition rates (per unit

of time) for individuals. to move from old to new roles within the group
configuration. These transition rates will depend on conditional moti-
vations. And, since these motivations arise under the given situation,
they will thus have to be appropriately chosen functions of all key-
variables which characterize that situation. The so-defined transition-
rates then immediately lead to the formulation of the equations of
motion for the collective personal variables of the group configuration.
They have the form of generalized migratory. equations, Weidlich and
Haag (1988) and Weidlich (1991), where of course the migration does

not take place between locations as in conventional population dy-

namics but between status roles within the group configuration.
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Finally we have to consider the dynamics of the solidarity variable
of each group. It is clear that the evolution of this variable is coupled
to collective activities and attitudes.cof all members of the own group
and perhaps also of the competing ones. Since the solidarity is a
transpersonal variable, only the superposition of individual activities
and attitudes, i.e. only collective efforts and moods will lead to an
increase or decrease of the quantified measure of solidarity.

Two main kinds of influences on the dynamics of the solidarity
variable are conceivable:

Firstly, within a group constructive collective efforts of its group
members towards consolidation of the group identity will lead to an
enhancement of the amount of solidarity in that group whereas, on the
other hand, members of other groups might make destructive efforts
in order to disintegrate the identity of the competing group and thus
possibly cause a diminution of solidarity. Of course, a superposition of
the constructive and the destructive efforts will take place.

Secondly, there will exist a saturation effect prohibiting an unlimited
increase of solidarity even in the absence of interfering competing
groups. This saturation is due to a limited total capacity of every
individual to engage in the pursuit of ideals such as the identification
with a group. If the individual is simultaneously a member of several
groups (belonging to different “dimensions of life”), he/she will have
to divide his/her receptivity for group ideology and solidarity between
these groups. The disappointment-creating factors like the free-rider
phenomenon depend on the size of the group and so does the
saturation level. Hence a limit of group size is connected with a limited
capacity for solidarity.

Taking into account these two main influences one is led to setting
up an equation of motion for the dynamics of solidarity in each group,
containing a growth term and a saturation term in the form of a
generalized logistic equation. However, the growth term and the
saturation term will have to be appropriately chosen functions of the
group configuration. Hence the dynamics of solidarity is coupled to
the values of the other (collective personal) key-variables. We have
seen above that the inverse is also true: The dynamics of the group
configuration is coupled to the values of the solidarity variable because
the conditional motivations depend on this variable, too.

In total there arises a system of coupled autonomous differential equa-

tions of motion for the components of the group configuration descri-
bing the evolution of the size and composition of a group, together with
equations of motion for the evolution of solidarity within each group.
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Concluding this section we stress once more that the quantitative
model now to be set up in mathematical detail in thé following section
refers to macro-variables and not to micro-variables. The detailed
behavior of the latter is therefore not explicitly reflected in this model.
1t is, however, presumed implicitly (and could be substantiated by a
niicro-theoretical approach) that the basic dynamics of the microscopic
variables carries, supports, and- sustains the macro-structure and
macro-dynamics captured in this model.

3. THE MATHEMATICAL FORM OF THE MODEL

The design principles of Section 2 have now to be cast in concrete
mathematical form. .

In Section 3.1 we begin with some preliminary remarks which will
prove useful in the course of the construction. Thereupon we follow
the procedure indicated in Section 2.

The key-variables as such and some derivative variables are intro-
duced in Section 3.2. In Section 3.3 the construction elements of the
dynamics are introduced and interpreted. At the end of this chapter
all key-variables, trend functions, and trend parameters together with
their names, brief interpretations, and defining equations are sum-
marized in tables. The pre-requisites built up in Sections 3.2 and 3.3
are then used in Section 3.4 to set up the system of evolution equations
for the key-variables. In Section 3.5 problems connected with the
solution of these equations are discussed. In particular we will see that
the equations may possess one or more stationary solutions which are
approached for t—co.

3.1. Preliminary Remarks

At first we-treat the question of the range of interpretations, which was
already discussed in the introduction pointing at the possible ambi-
guity of interpretations of one and the same formal model. In Section 2
we have preferred a “psycho-social” vocabulary and have avoided
interpretations with an economic touch. Now we shall simudtaneously
make use of both psycho-social and economic interpretations, i.e. of
more. value-oriented idealistic and more cost-oriented materialistic
_argumentations. For instance, in speaking about the positive and
negative aspects of a certain status level we shall use psycho-social
terms like advantage, gratification, satisfaction and frustration, burden
of obligations, disappointment, etc. as well as economic terms like

i
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utility, benefit, payoff and costs, charges, fees, etc. Although some
sociologists may refuse to compare economic matters of “filthy lucre”
with psycho-social matters like values and idealistic commitment we
think that it is not only possible but even inevitable in any quantitative

sociodynamic theory to compare and to relate both interpretational
-aspects. If, for instance, in a decision process to change from one status

level to another the immaterial and the material aspects play a
simultaneous role, in any quantitative theory suppositions must be
made about the quantitative amounts and the ratio of intensities of
both motivations. .

Secondly, we will now make a simplification by restricting our group
dynamic formulation to one “dimension of life”. By “dimension” we
mean one sector of social life belonging either to the religious, cultural,
political, economic, or leisure sphere. Each individual may simulta-
neously be a member of a group in each of these sectors. But in one
sector it can be assumed that the groups are non-overlapping (see
Figure 5.1) because individuals will normally be members of at most
one group in each sector. For instance, memberships in political parties
are mutually exclusive. Neglecting interactions between the different
sectors (and of memberships in groups belonging to different sectors)
we consider one arbitrary sector only and assume’ that only non-
overlapping groups exist in that sector.

Thirdly, we will make use of the following notation of variables,
which is also summarized at the end of Section 3.3: Key-variables are
denoted by capitals; trend-functions (depending on key-variables) and
trend-parameters (constant coefficients) are denoted by small italics.
All these quantities are dimensionless plain numbers. Rates, however,
which have the dimension;1/(unit of time) are denoted by greek letters:
their value determiines the speed, i.e. the time scale on which the
evolution takes place. This time scale will rangé from months to years
or even decades since we consider the evolution of slowly varying
macroscopic key-variables.

3.2. The Key-Variables

Let us consider G non-overlapping groups G, G, ..., i, j=1,2,...,G
belonging to one sector of social life. As already indicated in Section 2,
there exists a hierarchy of status levels 4, k=0,1,2,...,H, in each

group G; from nominal membership =0 over staff levels up to the
leading level A=H;, where each level has benefits and advantages but

also charges and obligations of its own. In each éroup G, the rotal.




150 . ¢ ' WEIDLICH AND HELBING

FIGURE 3.1.  The picture illustrates one social sector (dimension) with three nonover-
lapping groups G;,G,,G5. The points of the plane represent the individuals of the total
population. Their position in this abstract space has nothing to do with their location
in real space. The space between the groups represents the crowd of N non-members.
G, has two, G, three, and G, four hierarchical subgroups correspondmg to nominal up
to leading members of the groups. The components {N7,N{; N3, N3, N2 NS, NL, N2, N3}
of the group configuration are assigned to these subgroups. The gradc of obhaatlons and
influence of the subgroups are indicated by hatchings of different densities.

number of its members N, is distributed over the status levels 4 in a
characteristic way. If N} denotes the number of members of G; occupy-
ing the status level h, one obtains the obvious relation

h=

A member of group G, with status 4 will be said to be in state (ik).
Furthermore we introduce the number NJ of individuals being

ZN" - @,
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involved in none of the groups and refer to these as to the crowd of

individuals. For these individuals we do not distinguish any status
levels, i.e. N3 =N,.

Since double memberships in one and the same social sector are
excluded by assumption, we have the relation.

N+ ZN =NJ+ Z Z Ni=N, @)

i=1 i=1 h=0

where N is the total number of individuals in the social system
considered. The set of (time-dependent) numbers

3

N={Ng;Ny.. N N0 Nt NE . NY. NEo
={N°;~N1;A..;N,~;.‘..;NG} ) 3)

is denoted as (total) group configuration, where N, is the partial group
configuration of G,.
Furthermore we introduce the shifted group configuration

NE = {NS;NY .. N NO L (VR D). N
SNY L VE=1) . NN N )

arising from N after the transition of one 1nd1v1dual from state (k) into
state (k).

From the group configuration further variables can be directly
derived. Evidently,

h—1
). N¥=personnel below status / 5)
k=0

is the number of all subordinates of the status level A, and the average
number of subordinates of one member with status h is given by

h-—ljvg:
=3 i 6)

k=0

It is plausible to assume that the potential influence and power of a
staff ‘member of G; with status 4 is more or less proportional to the
number of members subordinate to him plus himself. Therefore we

Rl pumpnc
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introduce the potential influence in state (i, h) as

h k

BN == Y S
oY

M
An indicator of the total (internal as well as external) porential
influence and power of group G, can be defined as tlie sum of the
influences i* of all its members:

H, H, h

(N = Y Nit= Z > NE. (8)

h=0 =0 k=0

However, a more detailed consideration leads to taking into account
saturation effects: For instance, in large groups the potential influence
i* will not really grow proportionally to the number of subordinates
because the intensity of direct personal interactions with these sub-
ordinates cannot be maintained if their number increases. Therefore,
instead of N*, we introduce saturated numbers V7.

- Nh
Ni>Ni=N .. N —D1N =Nt )
with
‘ X} N* b
N‘““X.>1 and 0<y/= i 5 <1, for x;= - S (10

T+x Vo) 17

i

Evidently, the sazurated numbers N* have the following properties:

0 for N'=0,
1 for Ni=1,
Ni=N_ . '=( Ni<N?  for small N7, an

ATh h
Ni=N_.. for Ni=co,
N h
Ni{=N? for N, = oo.

It is now easy to take into account the saturation effects in (6)—(8) by -

going over to the saturated potential inf[uence in state (ih):

h ik

T (N) = ;
kzoN ;

<(h+D) A‘;‘, (12)
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and the total (saturated) potential influence:

R(N) = ZN’”" i 5 W< w‘) Newe.  (13)
=0 k=0

The number N, appearing in N has to be calibrated carefully

max

because it limits the range of influence of higher status levels. It may

" be different in different social sectors or contexts, e.g. different for

political parties and for sport clubs.

Finally, we assign a solidarity variable S; to each group G;. This
variable is (see Section 2) to be interpreted as a transpersonal measure
for the intensity of the emotional affection and adherence evoked in
all members of the group by the common group ideology and by the
group objectives.

Direct measurements of S; are certainly difficult but not impossible.
They could consist in measuring a composite indicator of reactions of
members of the group (taking into account, e.g. the frequency of
voluntary compliance with obligations). But independently of the
question whether .S; is a directly measurable operational or a hidden

variable it will play an explicit and definite role in the evolution

equations as we will see in Section 3.4.

Anyway we are free to choose the domain of variation of S; by an
appropriate scaling and by confining Siz) to a domain which it must
not leave in the course of time. We choose

0<S(H<l, i=1,2,...,G. (14)

All key-variables can now be comprised in the roral key-variable
configuration

C={N3; S, N 58, Ny o586 NGt ={S, N}
={N3;C,;...;C; .. Ggl, 15

where C;={S,N;} is the key-variable configuration of G; and
S={S,,...5;...8Sg}. Corresponding to (4) we also introduce the
shifted key- vanable configuration Ci'={S, N}

We conclude this section with Flgure 5.1 illustrating a sytem of
non-overlapping groups belonging to one social dimension and pos-
sessing internal hierarchical structures. All social dimensions together
could be visualized by superposing figures of all dimensions of life.
Then the groups of different figures would in general overlap because
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individuals can simultaneously be memibers of different groups belong-
ing to different social dimensions.

3.3. Construction Elements of the Dynamics

On the way towards the construction of dynamic equations for the
key-variables C we need an intermediate but very important step: the
introduction of certain mathematical concepts providing the elemen-
tary components of the dynamic process. These elementary dynamic
components must finally be connected with the motivations for those
decisions of individuals which lead to changes of the key-variables.

With respect to the collective personal variables N we proceed in
three steps. First we introduce tramsition rates which describe the
elementary changes of the group configuration. Second we-introduce
conditional motivation potentials which are measures of the readiness of
the individuals to perform transitions. Third we establish the relation
between the transition rates and the motivation potentials.

(a) Transition Rates between States of Individuals

The elementary step leading to a change of the group configuration is
the transition of a member of group G; with status &, ie. of an
individual in state (ih), into state (jk) by becoming a member of group
G, with status k. Such elementary steps take place stochastically, i.e.
the sequence of such steps is a random process. However, going over
to mean-values, i.e. considering an ensemble of individuals doing such
steps in the same environmental situation characterized by the key-
variables C, one can introduce the weil-defined quantity

v(jk; Ciflih; C)=total transition rate, (16)

‘which is by definition, the fraction of individuals originally in state (i)
who per unit of time go over into the new state (jk).

The total transition rate is not only a function of the initial state (i%)
and final state (jk) but also of the whole situation (expressed by the
key-configuration C) before the transition and the whole situation
(expressed by the shifted key configuration Ci}) after the transition.

We now anticipate that two different processes contribute to the
total transition rate: On the one hand, there exist transitions from (i#)

to (jk) which are indirectly motivated by the general mood of the.

individuals in state (i4) originating from the global situation. On the
other hand, there exist transitions from (ik) to (jk) which are directly
induced by persuasive activities of the members of group G;.
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Hence it is plain to decompose.the total transition rate into contri-
butions arising from indirect and direct interactions:

W(jl; Cilih; €)= vyl Cif s C)+ vp(jk CIR ). (A7)

(b) Conditional Motivation Potentials

Up to now the transition rate (16) is a purely mathematical concept and
must in the following be specified in a sociological way. This leads us
to the question how the motivations of the transition-making individ-
uals can be cast into a mathematical form and how this form depends
on the key-variables characterizing the situation within the system of
competing groups. ¢ )

We tackle this problem by introducing a quantitative measure for
the readiness of the individual to change into state (jk) given that
he/she is in state (i) before the transition. This measure shall be called
the conditional motivation potential:

m(jk; Ci|ih; C)=conditional motivation potential. (18)

For the time being we postulate only some general properties for the
conditional motivation potential: It is a real function of the initial and
final state and of the key-variables characterizing the situation. It can
vary in the range from —oo to + co:

— oo <m jk; Cih; C) < + 0. (19)

Jt

If the final state (jk) is more attractive than the initial state (ih),
m(...|...) will be positive. In the opposite case m(...|...) will be
negative. Furthermore, m(...|...) will increase monotonously with the
attractiveness of the final state (jk) and decrease monotonously with
the attractiveness of the initial state (i4). So far we have neglected
transaction costs. )

For a given attractiveness of the initial and final state m(...]..)
should decrease with growing (economic) transaction costs and with a
growing (psychological) resistance against a transition from state (if)
to state (jk). ‘

These requirements for the conditional motivation potential suggest
the following functional form:

m( jk; Ci¥ih; C) =uf(Ci) — u(C)— i

Ji Jie

20)

where #4(C%") and w}(C) are the ner utilities of the state (jk) after the

transition and of the state (i4) before it, respectively, and i is a term
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comprising the transaction costs (economic costs as well as the effect of
psychological resistance) related to the transition from (i4) to (jk).

The net utility of a state (i4) — and analogously of any other state
(7k) — measures the attractiveness of this state (i) and varies within
the same range as the conditional motivation potential, namely from
— o0 to + oo, It describes the relative weight of benefits b? (satisfac-
tory, gratifying aspects) and costs ¢! (frustrating, disappointing
aspects) of state (i4). Therefore the following form of ! (and analog-
ously of any other utility %) is proposed:

wh=pt—ch. ' 2D

Benefits and costs can again be decomposed into sub-terms of different
motivational origin:

bi=pi+fi, 22

ch=ol4gq,. (23)
" For the subterms we choose the following terminology:
=payoff, f;=faith confirmation,
of =obligations, g;=contributions.

The meaningi of these four terms will now be shortly explained.

We begin with the cost terms: The obligations o comprise the

burdens of duties and responsibilities as well as the work related to

members of group G; with status 4. The obligations have a predomi-
_nantly immaterial character. Compliance with these obligations can be

partially enforced (by sanctions) and partially voluntary altruistic.

The contributions q; have a material as well as immaterial character
and consist of regular payments (e.g. membership fees and grants
providing the financial support of the group) but also of personal
initiatives.

Turning now to the benefit terms, the payoff term p? consists of par-
tially material, partially immaterial contributions. It comprises material
rewards (status-dependent remunerations) as well as status-, influence-
and solidarity-dependent advantages, honors, and satisfactions.

The faith confirmation term f; describes the immaterial satisfaction
by receiving a reconfirmation of the own ideas and beliefs due to being
a member of group G, However, faith confirmation may turn into
opinion pressure, and voluntary consent into an enforced one if the
entrainment forces into the group ideology become too strong and
penetrant. (In political parties this would mean the mutation from a
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liberal to a totalitarian structure (see also Weidlich and Haag, 1983;
Weidlich, 1994)).

Finally, the transaction costs can also be decomposed in a plausible
manner: :

d=ai+1t, . 24
where [ are the “leaving costs” and aﬁ the “admission costs™.

The leaving costs are often primarily immaterial losses and consist
of losing and breaking off old contacts when withdrawing from a pre-
viously joined group G;.

The admission costs consist of an entrance fee and of the efforts
necessary to be accepted in .a mew group G;. Both terms together
diminish the motivation to change from the previous state (#2) to a new
state (jk) even if the utility of (jk) is higher than the utility of (i%).

Inserting Eq. (21) together with (22)—(24) into (20) one obtains a
decomposed form of the conditional motivation potential in which each
term has a definite meaning and interpretation. :

The next task is to calibrate the trend-parameters /¥, a% and, even
more important, to propose plausible forms for o#(C), ¢.(C), p#(C) and
FAC) as functions of the key-variables. We begin with the contributions
q; which are assumed to-be independent of status /. They could also
be considered as function of C;, e.g. as function of the group size’
(~Np and of the solidarity S;. But for the first we assume that this
dependence is relatively weak and treat g; as a trend parameter which
only has to be appropriately calibrated.

Continuing with the obligations o' the following form seems
persuasive:

of=o0,h*. _ (25)

The meaning of this formula is the following: For members without
any functions (2=0) the costs (23) correspond to the contributions g,
only, i.e. 0¥ =0. Obligations for members with higher status >0 grow
with a certain power d,;>0 of the status level 4, denoted as exponent
of obligations.

The payoff p! seems to be more complicated. We arrive at the
following formula:

'Il

PHO) =N 4:5(go+9,1.S; Z ;z\/"

(26)
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with .
F?ZQi_'_rio?:CJi—l-rioihd‘: (27

which has the following interpretation: N,g; is the sum of all (material
and immaterial) contributions available for group G;. The solidarity
factor S;<1 provides a measure for the reliability w1th which the
members make their contributions. The next factor (g, +g,%4S;) con-
tains modifications of a pure redistribution of contributions g;. The
first term g, <1 expresses the diminution of the payoff by administra-
" tion costs. The second term represents an immaterial or material
increase of the payoff by group activities. This term is proportional to
the potential (saturated) total influence 7 and to the solidarity S
putting this influence into effect; the coefficient g, calibrates the
effective total influence 1.S;. The last factor, namely the fraction
containing the share coefficients rl,rf is denoted as the payoff distribu-
tion and it determines the share received by a member of group G; with
status A. The share coefficient r! itself consists of the status—independent
term ¢, and a term proportional to the obligations, r;0}, where r; is a
reward coefficient. A
The payoff equation (26) has the following obvious implication:

pilpt=rilri. (28)

Furthermore, the total payoff for all members of G; is

H,
ZN" =N,¢:S:(go+9:5:5)- 29
k=0

Finally, the faith confirmation term is assumed to have the form

f(C)'_ ZWU Sl . (30)

which can be validated as follows: T-he faith feedback coefficients w;;
represent the strength of the effective total influence 7,.S; of group G;
on the faith in the values of group G;. The term wUzJS With j=iand
w,>0 describes a positive feedback effect of the total effective
(saturated) influence 7, of group G; on the firm belief into the values of

- the own group G;. This reconfirmed belief is considered as a positive
part of the utility u} of state (¢4). The influence of competing groups
on the attitudes within G; can be constructive (w;>0) but also
destructive (w;;<0) and thus diminish f;. In this way a competing
group can have a positive or a negative influence on the utilities of
apother group.

GROUP DYNAMICS AND SOLIDARITY 139

Inserting Eqs. (25), (26) and (30) into formula (21) and.making use
of Eqs. (22) and (23), one obtains the explicit expression

HO=(PHO+HO)-Cl+g) (D

for the net utility as a function of the key-variables. Therefore also the
conditional motivation potential (20) has now become an explicit
function of the key-variables.

(¢) Representation of Transztzon Rates in Terms of
Motivation Potentials

Our last step consists in establishing a:connection between the condi-
tional motivation potential and the (indirect and direct) transition
rates. In this way also the transition rates become explicit functions of
the key-variables.

According to their definition, the 1nd1rect and direct transition rates
v, (jk; Ciih; C) and vp( Jk; C¥ih; C), respectively, are positive defi-
nite quantities describing the frequency of transitions of individuals
from an initial state (i%) to a state (jk) in dependence on these states
and on the global situation C among the competing groups.

It is natural that these transition rates are higher the more attractive
is the final state (jk) compared to the initial state (i), and that they
are smaller the higher are the transaction costs or the psychological
resistance for a transition from (ih) to (jk).

In the same manner, the values of the conditional motivation
potential (which, however, ranges from —oo to +00) increase with
growing difference between the attractiveness of the final and initial
state, and decrease with growing transaction costs.

Therefore it is clear that there must exist a monotonous functional
relation between the (indirect and direct) transition rates and the
conditional motivation potential. The simplest (and, as it will turn out,
the most plausible) monotonous function transforming the domain
—w<m(...|]...)<+ oo of the conditional motivation potential into
the positive domain v;, v, >0 of the transition rates is the exponential

function. Therefore we postulate the proportionality relations:
vy (jk; C¥\ih; C) ~ exp{m(jk; CH'ih; C)1, 32
2
vp(jk; C¥lih; C) ~ exp[m(jk; Ci¢|ih; C)].

Whereas the bias in favor of either the final state (jk) or the initial
state (ik) is already sufficiently taken into account by m(jk; Chtlik, C),

e T L T
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the special effects of persuasion activities of members of the envisaged
group:G; favoring the transition to state ( jk) must be described by an
addltlonal factor regarding the direct transition rate vj,. This persua-
sion activity is assumed to have the form :

kek 7 ; -
e; ¥ N%Th=e;I;=persuasion activity of G;, (33)

where e; is a global factor describing the strength of individual
persuasion activities and I, takes into account the different persuasive
power of members with dlfferent status.

Therefore we arrive at the following form for the transition rates:

v, (jk; Ci8ih; C)=v, exp[m(jk; Cjflih; C)], 34
v (jk; Cilik; C) =v,e;Texpm(Jk; Ciih; C)],

which are combined in the formula for the total transition rate (see
Eq. A7)

v(jk; C|il; C)=v, (1 +¢;1)) exp[m(jk; Ciflik; C)]
=vgexp[m’ (jk; Ciflin; C)) (35
with the effective conditional motivation potential: |
m' (jk; Cilik; C)=m(jk; Cih; C)+1In(1 + ;1)
=1 (Ci) —u}(C) — 1 + In(1+¢;T)). (36)

The global rate v, calibrates the transition speed, i.e. the time scale on
which the whole transition process will take place.

The following transformations are of purely mathematical nature.
They lead to equivalent forms of the total transition rate. However,
owing to the postulated exponential form of the transition rate in terms
of the effective conditional motivation potential, this transforma-
tion leads to additional interpretations which appeal to the intuition
and give a further justification of the postulated form of v(...]...). In
these formal considerations we omit for simplicity the arguments C&
and C of m'(jk; C}|ik; C).

. At first we decompose the effective conditional motivation potential
into a symmetrical part m, and an antisymmetrical part mj;

el ) = i)+ i) 37)
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with
(k| ih) = mi(ih| jk) =5 {m'(jk|ih) +m'(ih) jE)},
(Gl i) = — i 71 = (e i) — G| )

(38)

Inserting Eq. (36) and the explicit form of #, Eq. (24), one obtains
more detailed expressions:

my(jklih) = —%(a’]?—{—aff,—{—[ﬂ?—}-l';)—i—%ln[l—keﬁj)(l +e1)=—Indy (39)

with
0 exp{3(d} +a"+l"+l")} “0)

and

i (jhe| i)y =1k —1df =3[~ 1) — (el = ID)]
+3in(l+e;7) —3n(l+€5)

=v(jk)—v(ih) (41)

with
v(jR)=1—3(af~ 1)+ $n(l +e/1), @)

v(ih) =ul =3(@ =1+ 3In(l +¢;1).

If Eq. (37) together with Eqgs. (39) and (41) are inserted into (35), one
will obtain an alternative though equivalent form of the transition rate:

explo(jk)—v(ih)]

a0 W

v(jk|ik) =vq exp{m'(jklil)]=v,

which suggests. the interpretation of a5 as an effective sociological
distance between states (i7) and (jk), and of v(jk), v(ih) as effective

" attractivenesses of the states (jk) and (i), respectively.

The effective attractiveness v(i), and correspondingly v(jk), can be

" further decomposed into positive and negative terms by splitting up !

according to Eq. (21):
v(ih) =v () —v_(ih),




162 WEIDLICH AND HELBING
with

0o () =004 31+ S n(l+e,7,),

v_(ih)=cli+1id, ' (44).

where v, (i4) and v_(ih) are denoted as effective pull towards (i) and
effective push away from (ih), respectively. Inserting (44) in (43) yields
another equivalent form of the transition rate:

Vo exp[v.(jh)] explv_(iA)]
dif explv_(jk)] explv, (k)]

which allows an interpretation of the transition rate in terms of
“distance”, “pulling”, and “pushing” factors. Indeed, according to
formula (45), the transition rate from the origin state (i%) to the
destination state {jk) is-large (small)

v( jik|ih) = (45)

+ for large (small) terms v (jk) pulling towards (jk)

» for.small (large) terms v_{jk) pushing away from (jk)

« for large (small) terms v_(iA) pushing away from (i%)

» for small (large) terms v, (i4) pulling towards (i)

+ for small (large) effective distances d% between (ih) and (jk).

(d) Growth Rate and Saturation Rate of the Solidarity

Having discussed the elementary “dynamics-generating” quantities of
the personal variables, namely the transition rates, we must now also
consider the elementary quantltles which produce the dynamics of the
solidarity variables.

In Section 2 we have already indicated- that two counteractive
“forces” are at work producing the dynamics of S;, namely a growth
rate which is mainly due to the collective activities of the members of
G; to enhance their solidarity, and a saturation rate limiting the
unrestricted growth due to frustration effects and a limited receptivity
for group ideology and objectives among the members.

To formulate these effects in a quantitative form we first mtroduce
an activity rate for the growth of solidarity:

o= 00(C;) = (otg; + ot N A —S) = (Ni) (1=5)- (46)

The activity rate contains an “absolute” term «,; comprising solidarity
~ creating (perhaps ideological) processes which enhance the sentiments
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of identity within G; independently of the size of the group, and a term
oy V; proportional to the number of members of G;. The latter includes
all activities of members enhancing the feelings of commonness within
G;. However, as solidarity S; approaches its maximum value 1 the
activity rate is reduced. This is accounted for by the factor (1—.S,).
Secondly, we introduce a saturation rate which is counteractive to the

. activity rate (and which therefore enters the equation for S,(r) with a

negative sign). The following form seems highly plausible:
Ui":O-,i(Ci):O-OiSi_"GliN?Si:Ui(Ni)Si' (47)

The term 0,;S; takes into account those saturation effects of S; which
are independent of the size of G, (for instance the limited receptivity of
each member of the group for too much ideology in G;). The term
015N takes into account the saturation of S; caused by the free-rider
effect.

A single individual is stronger tempted to behave in an un-
cooperative way, the less apparent it will be (i.e. the easier he/she can
hide in the crowd of members) and the less necessary it is to cooperate
(i.e. the higher the level of solidarity S; already is). That means
the temptation is proportional to N.S;. Since this temptation affects
every member, the total free-rider effect must be proportional to
N;N,S;=N%S,.

Undoubtedly, one could think of more detailed formulas for o, (C)
and ¢;(C) but we consider Eqgs. (46) and (47) as the simplest form of
these quantities which will lead to a reasonable dynamics of the
solidarity variable.

At the end of this chapter we summarize all key-variables, trend
functions and trend parameters, their names, brief interpretations, and
their defining equations in tables (Tables 5.1-5.3).

3.4. The Dynamic Equations of the Key-Variables

Having supplied the construction elements of the dynamics, namely
the transition rates for the collective personal variables and the rates
for the solidarity variables; we are equipped with all requisites for
setting up the equations of motion for the key-variables.

Indeed, the equations for the collective personal variables are nothing
but generalized migratory equations (Weidlich and Haag, 1988;
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TABLE 5.1 ‘ TABLE 5.2
Key-variables ] Trend-functions
Variables~ Name and interpretation Defining equation Trend-functions Name and interpretation ) Defining equation
N Number of the crowd of individuals belonging to no v(jk; C¥ih; C) Total transition rate from (#h: C) to
0 Ja L . B
group 2 Uk (16).(17), (35). (43), (43)
Ny Number of members of group G, with status level / ® ) vu(jk; Cifli; C)  Partial transition rate induced by direct .
Q]i :ll:Ota% numlb)er Og 'mg{nl?ders IOf g t‘;‘:P Gi'al gg pair interactions (17). (3%
N otal number of individuals in the social system 2 7 kg :, e e L
Nt rrd(NT) =N} rounded up to the next higher integer (49) Vi Ciliks C) I);ftté:;ll;gii?twn rate induced by indirect a7, (34)
N Saturated number of members of group G, in status e s L. . . ?
level & ©)-(D) m{ jk; C3jlih; C) Condlppnal motxvvanon poteptxa] for . !
N Limit of saturated numbers ¥ ®-11) transition from (i4; C) to (jk; Cif). I (18)-(20)
Nt Stationary value of the number of members of group m'(jk; C’}f‘]ih; C)  Effective conditional motivation potential (35)-(37
. G in status level A . (€D - mi(jk;Cillih;C)  Symumetrical part of m'( jk; Ck) (37-(39)
" Number Qf personnel (subordinates) per member of w(jk; C¥ih; ) Antisymmetrical part of m'(jk; Ct (37),(38), (41)
status / in group G; : 6) Kk . . . -
S, Solidarity variable of group G, 14) 4(CH; 0 Effecmve. socxolog{cal distance between (40)
S Stdtionary value of the solidarity variable of G, 57 state§ (@) and .(] k)
B=nlt1 Potential influence in state (;4) 0] : : v(ih; C) Effective attractiveness of state (if) (41), (42)
i, Total potential influence of group G, (8) . : v (ih; C) Effective pull towards state (i%) (44)
i Saturated potential influence in state (i) (12) v_(ih; C) Effective push away from state (ih) - (44)
:l:iS "é‘(f)fta] _saturaté]:d_ lilotgntial i‘nfluence of group G; " (13) WH(C) Net utility of state (i) (20, (21), (31)
LS; ectlxv.e total influence of group G; (26), (30) BHC) Benefits of state (i) @, (22)
el; Persuasion activity of group G, . - (33) . i )
N Total group configuration =set of number . piC) Payoff of state (i) (22), (26)
vy, . NY L NE 3) : ; O Faith confirmation for members of G; (22), (30
N; P?]{,tgal g]r\;)fllxg configuration of G;=set of numbers . L (o) Costs of state (ih) (21), (23)
0 _N& 3 : 3 S . .
i i : ] . o p: 2. 2
Nk Shifted total group configuration after transition of O Obh”élt:m.ls i state (iA) 29,25
one individual from state (ih) to state (k) @) - 2(C) Contributions of membets of group G, (23)
C Total key-variable configuration {N; C, ... Cg} (15) L £5H0) Transaction costs of transition from (20), (24
. Partial key-variable configuration of G;:{S;; N} (15) S state (ih) to state (jk) -
cit Shifted total key-variable configuration={S, NE 15) C) Leaving costs when leaving state (i4) @4
: a¥(C) Admission costs when entering state ( jk) 4
: (9] Activity rate for growth of solidarity S, (46)
J
Weidlich, 1991). They take the form a(C) Saturation rate for saturation of solidarity S, (47)

k

dN% . PO N P
= Yy ks Tl )N~ Yy (ih; € jk; O,
ih ih

for j=1,...,G; k=0,.A.,Hj (48) - . . .\ .
The values Nt =rnd(N¥) are N*, rounded to the nearest integer. The
-and sums on the right-hand side (r.h.s.) extend over the states (th) =(00)
PN and (ih) with i=1,...,G and h=0,1,...,H,.
0 Y v(00; C4(ik; C) Nt — >y (ih; Ct2100; &) N The mathematical meaning of Eq. (48) is easily comprehensible: The
U , ik first term on the r.h.s. describes the number of individuals arriving per
with unit of time in state (jk) and coming from one of the states (ih) by

performing the transition (i) —(jk). (Note that the states (i4) include

C=W5S,,Ni,.. N, S, NL .. .NHe), (49) also the state (00) of people not involved in any group, i.e. of the crowd
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TABLE 5.3
Trend-parameters
Trend:parameters Name and interpretation . Defining equation
Vo Global rate calibrating the transition speed " (34)
e; Strength of individual persuasion activity (33)
d; Exponent of obligations in group G, 25)
ri Share coefficient in the payoff expression (26), (27)
r; reward coefficient @7
Jos 91 Coefficients calibrating the absolute and
influence dependent part of the payoff (26)
0; Global factor calibrating the obligations
, in G, : (25)
Wi Faith feedback coefficients calibrating the
) faith confirmation 30)
%oy Ty Rate coefficients determining the absolute
' and member dependent part of the
activity rate af(C) (46)
G004 Rate coefficients determining the natural
and member dependent part of the
saturation rate ¢(C) “7)

of individuals.) This term leads to an increase of N% with time. The
second term on the r.h.s. describes the number of individuals leaving
state (jk) and performing transitions into any of the states @h)
(including (00)). This term leads to a decrease of N % with time. Hence
the change of N% with time comes about by the counter-active effects
of transitions' into (jk) and transitions out of (jk). The analogous
holds for Eq. (49), the evolution equation for the non-members. From
{48) and (49) there follows

d G H; R o
Y <N8+ 2 ZN§>=ZZv(/‘k;C§é’|z‘h;C)N?

J=1k=0 Jk i

~ 53 v(ih; 8l )N =0, (50)

jk i

ie. the total number N of individuals remains constant in time.
Therefore the “conservation law” expressed in Eq. (2) is compatible
with Eqgs. (48) and (49).

The quantities N3(¢), N %) take on.continuous values since they are
mean-values for an ensemble of comparable systems of groups. How-
ever, for small groups some of their values can become very small
(even between 0 and 1) so that NJ, could formally contain non-allowed
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negative values. Therefore it is reasonable to insert (at evaluating
dvj/de and dS;/dr) the values N}= rnd(N?) (and N*=rnd( *) which
are rounded to the nearest integers. This accounts for the discreteness
of the number of individuals. For sufficiently large numbers N*, N1
the rounding procedure plays no significant role. The equations for the
solidarity variables can also be obtained in straight manner: On the
one hand, the relative rate of change of a variable Sy(¢) is defined by

ds,/ds
Si(6)

=relative rate of change of S,(z). (51)

On the other hand, it is our proposition that this relative rate of
change is composed of two counteractive terms, namely the activity
rate a;(C) and the saturation rate o (C).

ds,dr _
5.0 =0;(C) —ai(C). (52)

Rewriting (52) and inserting Egs. (46) and (47) one obtains:

% =o;(V)S;—(;(N)+0,(N))S? fori=1,2,...,G. (53)
This dynamic.equation for the solidarity variable S, is a kind of logistic
equation (see Pearl, 1924; Verhulst, 1845). However, the difference to
the ‘original logistic equation is that the coefficients w,(¥,) and
(0:(V,) +0,(N})) are not constants but functions of N,, the number of
members of group G;, which is. a variable itself.

The Y8, (H;+ 1) +1+G=(Y{  H,+2G +1) Eqgs. (43), (49), and (53)
for the G interacting groups G,, each of them consisting of (H,+1)

" status levels, and the crowd of non-members establish the mathemat-

ical form of our group-dynamic model. They become fully explicit by
inserting the form (35) or (43) of the transition rates and by expressing
them via (36) with (31) in terms of the key-variables. It is obvious that
this set of equations is a coupled non-linear autonomous system of
first-order differential equations in time.

3.5. Initial Conditions and Stationary Solutions

In this section we will first make a general remark about the problem
of the initial state of the evolution of groups in view of our equations;
secondly we will search for the structure of the stationary solutions of

P g0 N
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the model equations in important special cases where the generalized
migratory equations fulfil the condition of “detailed balance”.

The “natural” initial state for a system of emerging groups is the
state where groups do not yet exist. This state can be characterized in
our system by

N3=N, N'=0, S§=0, i=1,...,G, h=0,...,H, (54)

1

and it will turn out to be a metastable state (i.e. not a fully stable state)
if our mean-value equations are formally applied to that extreme case.
In fact, we obtain for this initial state

2(00y=0 and (jk)<0 for (jk)+(00) (55)
because for the state (54) we have (putting af=I)
v(jk)=uf  with uf=(p§+1)—(0f+4;) <0 (56)

since the payoff and faith confirmation are equal to 0 for the not yet
existing groups but obligations and contributions do already exist for
anyone wanting to initiate a group. Therefore the transition rate from
the non-member state (00) to any state ( jk)  (00) is, according to (43),
very small since it is more attractive to stay in the non-member state
than to take the burden of obligations and contributions connected
with the foundation of a group.

However, mean-value equations like those of our proposed model
are not-really applicable to a state like (54) with vanishing or extremely
small numbers of members in all groups. In such cases statistical
fluctuations play a dominant role so that a fully probabilistic formu-
lation (e.g. in terms of the master equation (see Weidlich and Haag,
1983; Weidlich, 1991; 1994; Helbing, 1995)) for a theory of very small
emerging groups is indispensable. Such a stochastic theory of the
emergence of new groups would be a highly interesting topic but it is
beyond the scope of the approach presented here.

A quite different situation is given if we investigate the structure of
possibly existing stationary solutions of the system equations with time-
independent key-variables:

C={N3 5, N0 Nt 8, N°. . N¥:. 5. N%... NI}, (57)

We can expect that in such states for one or more groups the numbers
of members N} will be large compared to 1 so that the mean-value
equations can safely be applied.

The stationary values (57) of the key-variables must evidently fulfil
the stationary equations derived from Egs. (48), (49) and (53) by
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putting the time derivatives equal to zero. This yields:

0= z dkh(C) {C‘ip[v(]k C)‘“U(ll’[ C)]Nh R
—exp[v(ih, C)—v(jk, C)IN%) 6
and
h
0= %dgf‘(C) {exp[v(00, C)—wv(ih, C)IN}

—exp[v(ih, C) — (00, O)1NS}, (59)

where the sums extend over (zh) with i=1,...,G, h=0,...,H; and
(ih)=(00), as well as

0=0;(N,)S,— (o; V) + 6, (N ) S?. (60)

Here we have already used the explicit form (43) of the transition rates,
and have neglected the shift C— C¥ because the N%, N were assumed
large compared to 1.

The stationary solidarity equations (60) can easily be solved with the
result

N o; (V) ;
5 ai(ﬁi)+o—i(]\7i)<l, D
which shows that S is a function of N, and is always in the required
domain (14) between 0 and 1 (see Figure 5.2).

The result (61) can be inserted in (58) and (59) to obt«un a set of
equations depending on the single components {N9J,N?,..., N2} of
the stationary group configuration N={NJ,N, ... N;} only (instead of
depending on both N and S§). We formulate this by substituting the
following terms in (58), (59):

v(jk,C)—v(jk,N), v(h,O)—v(A,N) and &(C)-diH(N). (62)

-Before turning to the solution of Egs. (58) and (59) we have to specify

the value of the effective attraction v(00, N) of the set of non-members
which has special properties. According to the general formula (42),
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FIGURE 5.2. Stationary values S of solidarity in a group G; as function of the
stationary total number N; of members of G, according to eq. (60). The trend-parameters
are chosen as ¢y, =0.1, a;,=0.5, 64;=1.0, 04;=0.0005.

v(00,N) should have the form
- 1 1
(00, N) =) — 5 (@ ~12) + 3 In(l+ey7y)

with
ug(N) = (23 +10)— (03 +40). (63)

_Since in the crowd of non-members there exist neither obligations
(05=0) and contributions (g, =0) nor payoff (p3=0) and faith confir-
mation ( f,=0) (at least in the special case w, ;=0), we obtain u5(N)=0.
Furthermore, no admission and leaving costs exist (a3=13=0) and no
persuasion actjvities to enter the crowd of non-members are developed
(¢9=0). Therefore one comes to the conclusion that

(00, N) =0. - (64)

For solving Egs. (58) and (59) let us consider the much simpler set of _

equations
N*=Cexp[20(ih,N)] (65)
 wherei=1,...,G, h=0,... H, or (ih) = (00).
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If the system of transcendental equations (65) for N=
{N§,N,,...N;} has one or more than one solution at all, these
solutions are simultaneously solutions of Egs. (58) and (59), i.e. they
are stationary group configurations! Indeed, inserting (65) in (58) and
(59) one obtains:

{explv(jk, N)—v(ih, N) |N" — exp[v(ih, N) — v(jk, N)]V5}
=C{exp[v(jk, N)+ z}(i/z, N)1—explu(ih, N) +v(jk, N)]} =0.
(66)

This means that the brackets in the sums of (58) and (59) vanish

+ individually so that (58) and (59) are fulfilled.

The meaning of Eq. (66) will become clear if one multiplies (66) by
vo/di(N) and re-inserts the expression (43) of the transition rate. Then
(66) reads ' '

v(jk| il N)N; = v(ih| jle; N)IVE. (67)

This relation is called detailed balance. It means that the stationary
flow of individuals (per unit of time) from state (in) to state (jk) is the
same as the stationary flow from state (jk) to state (ih) for each pair
of states (ih),(jk). If (65) has no solutions, there may still exist
solutions of (58) and (59) because, for satisfying the latter equations,
detailed balance is only a sufficient but not a necessary condition.
Equations (58) and (59) require only that for each state (jk) the total
inflow is equal to the toral outflow.
Trying to solve Equations (65) one obtains with (64) iv any case:

NY=Cexp[0]=C; (68)

where the constant C has to be determined by the normalization
condition (see (1)):

G H G H .
No+ ) Y N{-’=C<1+ 22 exp[20(ih,N)]>=N. 69)

i=1h=0 i=14=0
Apart from this simple constraint the complexity of the set of equa-
tions (65) depends on the form of v(i4,N) as a function of the
stationary group configuration N.

The solution of (65) is considerably simplified if v(ik, N) depends
only on N,, i.e. on the configuration of group G;. The meaning of this
simplification is that the effective attraction v(ik, N,) depends only
on the size and compositionof G; but not on interfering activities of

R " SO
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other ‘groups. Under this condition v(i4, N) =v(i, N,) Equations (65)
split up in G independent sets, one for each configuration
N;={N?,...,N¢}, which are connected only by the normalization
condition (69).

4. SIMULATION OF SELECTED SCENARIOS

" In the previous section we have seen that the stationary solutions of the
dynamic equations (48), (49) and (53) still have a relatively simple
structure if the condition of detailed balance (67) holds. In this case
the stationary solutions fulfil Eqs (65).

However, the time-dependent solutions of the dynamic equations do
not have a simple, analytically tractable solution. They can only be
obtained numerically by computer caleulations.

These solutions represent an immense manifold of possible evolution-

ary scenarios: To each choice of initial conditions for the key-variables -

together with the calibrated trend-parameters from Table 5.3 there
belongs exactly one out of an infinite number of possible scenarios.

Even if we exclude cases describing the rise of new groups (because
of the problem of initjal fluctuations for small numbers N*), several
characteristic scenarios are expected already in the simple case of two
initial groups.. For instance:

(a) a stable stationary state of co-existence of both groups could -

evolve,

(b) one group could score off or push out the other for instance, by
providing a better benefits—costs ratio,

(c) one group could wear down the other by destroying its internal
faith with negative interference.

At investigating the structure of such cases one can make use of one
advantage of the scenario technique: Whereas empirical situations
always contain a complex superposition of (too) many factors of
influence, the construction of fictitious scenarios can take place by
selectively and successively “switching on” one trend parameter after
another. Then, by studying the corresponding solutions of the equa-
tions, the effect of each of these trend parameters on the dynamic
process can be distinguished and isolated more easily.

Using this circumstance, our procedure will consist in making a
small excursion into the “vast forest of possible scenarios”. (Of course
the stations on this route do not at all exhaust the manifold of possible

GROUP DYNAMICS AND SOLIDARITY . 173

evolutions included in the model equations.) In detail this means

1. choosing the same structure of the group configuration-in all simu-
lations; it consists of two groups G, and G,, each with three status
levels #=0,1,2, and the crowd of non-members,

2. choosing in all simulations the same initial conditions for the key

variables Ng; N2, N1,N3,S;; N3, N3, N3, S,,

. keeping the same constant values for most of the trend parameters

in all simulations, ’

4. selecting just a small group of trend-parameters the values of which
are subject to changes when passing from one scenario to another,
but

5. changing, the value of only one tfend-parameter (which will be
underlined) when passing on the “route of scenarios” from one
scenario to the next.

(U5}

For each of the seven “stations” on this route, we will present one
corresponding figure including four illustrations which depict, as
functions of time,

(a) the total numbers of individuals of the crowd and of the two
groups: No@®)=NyO)(—); Ni@O=Yi-oNi O N,@O=
2_oNA®D) (),
(b) the solidarity variables S, (¢)(---) and S, (f) (-----
(c) the occupation numbers .of the hierarchy levels of group G;:
NY@(LNEE) N3O -,
(d) the occupation numbers of the hierarchy levels of group Gz:

NSO (), N3O ), N3O -

Each scenario will be accompanied by a short interpretation stressing
particularly the parameter changes in comparison to the respective
previous scenario.

The 1mt1a1 conditions for the key-varlables are chosen as follows:

NO(0)=N,(0)=500, N,(0)=160, N,(0)=90,
5,(0)=0.8, S,(0)=0.9,

NO(0)=125, Ni(0)=30, N(0)=5,
N0)=75, Ni(O0)=15, N2(0)=0.

(70)

At t=0 we begin with already sufficiently large groups i'n order to
avoid the problems connected with emerging groups c.hscussed in
Section 3.5 which are beyond the scope of the present article.
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8.4
h
2

kept constant throughout all scenario simulations. The index i=1,2 ’ /
refers to both groups G, and G.,.

I
The values of all trend parameters not listed above may change from S 3

1,V

0o

one scenario to another. The variable trend parameters are: g, =coef- -
ficient of influence-dependent payoff, e, =persuasion coefficient of

e
TABLE 5.4 2
. w o
2 3
25;=0.1; 0,,=0.5 Partial rates of the activity rate =i
Gor=1.0; o, =0.0005 Partial rates of the saturation rate =9 .‘
q;=6.0 Contributions . N - =& i
r =07 Reward coefficient of group G, 7 s e K3 :
d;=1.0 Exponents of obligations of groups G, ! i = 2 i _;D B
ve=1.0 Global scaling factor of transition rates : H - =9 ;
e,=0.0; ¢, =0,0 Persuasion coefficients of crowd and group G, : H : 2 = Z
at=0.0 Admission costs of group G, g . - 2o E
#=0.0 Leaving costs : ! K - < S :
go=0.7 Coefficients of influence-independent payoff : ) / ~ ~. g -2
Woyp =Wy =W, =w,,=0.0 Faith-feedback coefficients / - i E :
0;=3.0 Calibration factor of obligations ] ; 2 - - =3 :
A g . . i I - O @m i
N, =100 Saturation level : 4 th © i
max . : / « =
/ 2 o i
,/ [S3
/ : 52 ‘~
. . ] e o= i
Table 5.4 lists the values of all those trend parameters which are : / E i
E .
— L
i ;
2
5
=
]
o

750
790
£50
600
550
500
NSO
yoo
3sa
oo
250
20
1sg

100 4y
sa
Q
1so
i0Q
50
B

groups is not really (materially or immaterially) profitable and remu- L
nerative. As expected, the result is (see Figure 5.3): The total number = N R
of members of both groups decreases; the groups decay and their A H
members join the crowd of non-members. The originally rather high
solidarity levels (given by the initial conditions) increase as long as
there are still enough members to pursue their activities. Afterwards,

=
g
) w's 5 WiN a
group G,, a’ =admission costs of group G,, w,,, w,, =faith feedback g :
coefficients, r,=reward coefficient of group G,. The values of these a é‘”
trend parameters are defined separately for each scenario. 3 i 23
- We begin with - = =8 1
: v . ‘, 5%
Scenario 1 . ‘ : :i‘ § o
. = = - [
Choice of the variable trend parameters: : ' o . g 7 L5
= - 2% .
9:=00, ,=00, a4=0.0, w,;,=00, w,,=0.0, r,—0.7. % o i 52 ;
i A
Interpretation. In this case all trend parameters referring to groups : - s E
G, and G, are equal. No group exerts influence on the internal faith 12 2 24
of the other group (because all faith influence coefficients are Zero). ;'; z é;
The influence-independent payoff coefficient is small (go=0.7, corre- s 5 ":’;‘
sponding to 30% administrative losses) and the influence-dependent A1 2=
payoff coefficient is zero'(g, =0.0). Therefore membership in one of the g 2
2
ks
z
3
"'J

since group membership is not profitable.

FIGURE 5.3.
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with the decay setting in, the solidarity level decreases, too.- The
number of leading members (with status 2=1,2) decreases even faster
than the number of nominal members because there is no sufficient
reward for their higher obligations. Consequently the higher obliga-
tions induce an earlier leaving of the group.

We proceed to

Scenario 2 ) a

0.4

with the following choice of the variable trend parameters:

g, =0.004, e,=0.0, at=00, w;,=00, wy,=00, r,=0.7.

.4

Interpretation. The payoff situation has now changed: For both
groups a positive coefficient of the influence-dependent payoff was
introduced. Both influences (“power™) 7;(IN;) and solidarity S; now play o \
a positive role leading to a higher (material and immaterial)-payoff. As ' 5] ' ot
a consequence the positive term p! in #* now prevails, i.e. membership g PR R
in groups G, and G, is now profitable and more individuals of the e
crowd enter the groups. This can be seen in Figure 5.4. It is also :
evident that stationary occupation numbers are approached indepen-
dently of the initial values. Also, for both groups, the solidarity levels
approach. the same high stationary values, and the distribution of : ,
members over the status levels reaches the same stationary ratios. This :
scenario therefore represents the typical case of two co-existing groups
without asymmetry and without interference between them.

‘We now pass on our route to

s e
0.2

SRR B R

300
250
200
150
100
&

{;)iN

b)
d)

Scenario 3
with the following choice of the variable trend parameters:

g,=0.004, e,=0.01, a5=00, w,;,=0.0, wy,=00, r,=0.7.

0.2

Interpretation. This provides an asymmetric behavior of groups G,
and G, since the members of &, (and only of G,) now canvass new
members for their group via direct (pair-)interactions, in particular
with the individuals of the crowd. The result can be seen in Figure 5.5
which shows that group G, reaches a much higher number of members -
due to its persuasion activity than group G, — at the cost of group G,
and the crowd. From Figure 5.5 it can also be concluded that this
result was not due to the indirect influence of solidarity because the
higher stationary number of members in &, leads even to a lower
saturation level of the solidarity in G, as compared to the solidarity

750
100
300
258
200
150
100

= N

c}

QN

stabilization of S;(r) and S,(¢) at the same stationary values, (c) and (d) the evolution of the same occupation structure of status levels in groups

FIGURE 5.4. Belongs to Scenario 2. Jts components show (a) the stabilization of N,(¢) and N,(f) at the same stationary values, (b} the
G, and G, because the groups apply the same strategy and do not influence each other.
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.6

N}
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0.5
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,

0.8

Q.9

750
700

QXN

c)

() and N,() at different stationary values, (b) the
pation numbers of status levels as a consequence

occu

, (c) and (d) the evolution of different
and G,. The differences of the stationary levels

Belongs to Scenario 3. Its components show (a) the stabilization of N
S, (?) at different stationary values
of different total numbers of members in G,

stabilization of

FIGURE 5.5,

are due to the canvassing activities of group G,.
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level in G;. Now the distribution ratio between nominal members and
leading members of group G, has changed. One observes a relative
increase of the number of nominal members.due to the increase of the
total number of members whereas nothing has changed in this respect
in group G,. .

Continuing our journey we arrive at

Scenario 4
with the following choice of the variable trend parameters:

g:=0.004, €,=0.01, a4=2.0, w ,=00, w,,=0.0, ry=0.7.

Interpretation. Once more group Gz‘ Is assumed to change its
behavior, whereas group G, keeps its trend parameters constant.
Group G, now demands admission fees from all new members. These
fees are of course additional costs for the potential new members so
that the relative attractiveness of group G, has grown. In other words:
the greed of group G, to make profit of new memibers was a mistake.
This can be seen in Figure 5.6. Group G, now keeps a permanent
superiority over group G, in terms of the approached total number of
members. However, the stationary solidarity level in G, is slightly
higher than in G; because the number of members in G, is closer to
that yielding an optimal stationary solidarity than the corresponding
number in G; (confer also Figure 5.2). The distribution of members
over the status levels in G, and G, reflects the dependence of their ratio
on the respective total number of members.

Proceeding to the next station on the scenario route we arrive at

Scenario 5
with the following choice of the variable trend parameters:
91=0.004, €,=0.01, &}4=2.0, w;,=—0003, wy,=0.0, ra=0.7.

Interpretation. Again group G, is assumed to change its behavior,
while G, sticks to its trend parameters. Group G, is now trying to
undermine the faith of group G, in its values. This is expressed by the
negative faith influence coefficient w,,. The strategy is successful
because Figure 5.7 shows that now (in spite of the admission fee)
group G, gains an advantage over G, with respect to the total numbers
of members. The distributions over status levels in G, and G, vary
depending on the total numbers of members, and also the values of
solidarity Sy, S, take values corresponding to N ; and V,.
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Passing to the next station-we reach

Scenario 6
with the following choice of the vanable trend parameters:
g, =0.004, e,=0.01, ah=2.0, —0.003, w,,=0.003, r,

Interpretation.. Group G, is now assumed to try out an additional
trick to disturb group G, whereas this group G, sticks to its old behav-
ior. G, supports and stabilizes the mood of the crowd of individuals
(by the positive faith influence coefficient wy,) thus prohibiting tran-
sitions to G, in addition to weaken the faith within G,. Both influence
factors w,, and w,, have a dramatic effect on the evolution of G,. One
can see in Figure 5.8 that, in spite of an initial advantage and of initial
growth of group G, the cunning group G, catches up and gets ahead
of group G, which finally breaks down completely.. The solidarity
within G, which exceeds that of G, for a long time cannot prevent this
breakdown. Finally only G, survives having a stabilized status level
structure whereas G, has decayed completely.

" Qur journey on the scenario route ends at

=0.7.

Wiz =

Scenario 7
with the following choice of the variable trend parameters:
9,=0.004, e,=0.0l. at=2.0, w,,=—0.003, wy,=0.003, r,=10.

Interpretation. Group G, which has defeated group G, under the
trend parameter conditions of the previous scepario is now assumed to
introduce another “innovation”, namely a benefit for its leading
members by increasing the reward coefficient r,. However, this “bene-
fit” proves to be lethal for group G, and advantageous for group G,.
As one can see in Figure 5.9, the ratio of the numbers of members in
the leading hierarchy levels compared to the number of nominal
members in G, increases substantially after a short time. However, this
means that G, is quickly becoming “hydrocephalic” and that not
much payoff is left for the nominal members. Thus there is Do
incentive to enter this group G, as a simple member. Therefore the fast
decline of G, is inevitable. The disappearance of the disturbing
influences of G, on G, thereupon leads to a straight evolution of G, to
a high total number of members and a regular distribution of the
members over status levels. The same holds for the solidarity in group
G, which approaches its stationary value whereas, as expected the
sohdarxty of G, slowly decays.
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On the way from one scenario to another, passing some possible
choices of trend parameters, we have seen that rather different out-
comes arise according to the “strategies” (expressed by the trend param-
eters) chosen by the interacting groups. Taking into account that all
trend parameters could in principle also slowly vary with time one
becomes aware of the immense complexity of group dynamics even if
captured by such simple macroscopic models like ours.

For better understanding of Figures 5.3-5.9 we repeat our drawing
conventions. Each figure consists of four illustrations representing

(2) the numbers of individuals N o(8) of the crowd (—),
the total number N, (f) of members of G,(---), and
the total number N,(z) of membets of G,(----)

(b) the solidarity level S1(1) of G4(- - ),
the solidarity level S,(8) of G(=-----),

(¢) the occupation numbers N 1 of the status levels / in G: N 2O,
NIOG - ), N3 (-,

(d) the occupation numbers N’ of the status levels /4 in Gy
N3D(), N3O (- - =), N30 ().

>

5. THE MODEL IN THE LIGHT OF SELECTED
APPROACHES TO GROUP FORMATION
IN THE LITERATURE

We will now consider a small part of the comprehensive literature
about group formation under the very restrictive point of view of
elucidating the accomplishments and limitations of our model. Even so
we need some ordering principles serving as guidelines on our way of
evaluating the literature. These guidelines will facilitate the positioning
of the achievements of some authors in view of their meaning for our
modelling procedure. Some of the ordering principles have already
been indicated in the introduction and are repeated here.

(a) Reality is stratified in several relatively self-contained layers which
are still connected by “bottom up” and “top down” relations.’
Social systems are also embedded in this general layer structure.
Here we may at least distinguish the following three strata:

« the personality layer comsisting of partially genetically inher-
ited individual constitutions and predispositions which are of
potential sociological relevance but exist already before the
entrainment into social systems like groups.
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s the micro-sociological layer which refers to the inter individual
interactions and relations which provide the necessary inmer
lining and background of any cooperative “synergetic” effect
leading to the formation of groups. Effects making individuals
ready for cooperation also consist in their conditioning by inter-
nalization of ideas like traditions and ideologies. In partlcular
network-variables belong to this layer.

e the macro-sociological layer consisting of the collectlve macro-
structures and macro-dynamics of social systems. The formation
of groups is a generic example of the emergence of such macro-
patterns. Collective personal variables and transpersonal vari-
ables like solidarity belong to this layer.

Between the micro- and macro-sociological layer there exists a
cyclical relationship, i.e. a feedback loop, because individuals
generate collective structure and dynamics (bottom—up relation),
and collective structures act back on individual attitudes and
decision-making (top—down relation).

Since our model belongs to the macro- socxologlcal layer, all
qualitative conceptualizations and explanations of the emer-
gence of macro-patterns are of relevance for this model and it
should be possible to relate them to the dynamics of key-variables.
However, also micro-sociological theories are relevant in so far as
the structure of the model (e. g. the existence of status-levels), the

form of trend-functions, and the values of trend-parameters must-

in principle be related to the micro-sociological layer.
(b) At appropriate junctions we will have to explain some of the
implications of non-linear versus linear modelling of dynamic

processes since earlier quantitative approaches in sociology (as .

well as in economics) have used linear models.

(¢) In discussing different qualitative explanatory and interpretational
schemes we must take into account — as already mentioned — that
they may lead to equivalent or at least complementary results with
respect to the dynamics of a restricted set of macro-sociological
key-variables like those of our model. Fararo and Doreian (1995)
“state that “experience with formal theories teaches that apparently
very different “approaches” turn out to be complementary and, in
fact, possible to coordinate and subordinate within a more com-
prehensive framework™.

{(d) Furthermore, cyclic relationships may appear between different
explanatory schemes of group formation (e.g. between the rational
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choice approach, the structuralistic, and the functionalistic ap-
proach). This seems also to be the case in view of our model.
However, cyclic relationships simultaneously interconnect the cau-

sation principles and relativate their absoluteness. It seems that )
cyclic relationships exist not only in the objective world of socio-

logical layers but also on the “metalevel” of the theoretical
understanding of causation prm01p1es

We begin our discussion of work related to group formation with a
book of Burt (1982) in which he gives a survey about neiwork models
as a powerful framework for social differentiation in terms of relational

patterns among actors in a system. He distinguishes between relational

approaches focussing on the relationship between pairs of actors and
positional approaches focussing on the pattern of relations which
defines the position (status) of an actor in a system of actors. That
means, “all statuses are network positions in the sense of being defined
by patterns of relations linking status occupants with other actors in
the system”.

Evidently, in particular the positional approaches are of potential
importance for our model because they yield the micro- sociological
foundation for the status level structure of the group configuration.
Furthermore they can give justifications — or, if necessary, modifica-
tions — for the form of trend functions like payoff and obligations in
state (i4) appearing as mathematical terms in the conditional moti-
vation potential which in turn determines the dynamics of the status
occupants. Also the relational approaches have potential importance
for our model because they provide the background for direct pair
mteractlons iike persuasion activities and faith confirmation strength.

* Also the work of Cook, Emerson and Gillmore (1983) belongs to the
micro-sociological context of network theories. They consider theories
of centrality and power distribution for small groups and validate
them by computer simulations. This could also be of relevance with
respect to the number and power distribution of the status levels
assuried in our group configuration.

The fact criticized by Fararo and Dorejan in the introductory
chapter that these authors take the structural form as given and derive
the implied distribution of power withiin the stricture without consider-
ing the dynamics of that structure is perhaps of minor importance here
because of the following reasons: The structure belongs to the slowly
varying macro-variables, whereas the power distribution between occu-
pants of this structure is a micro-variable quickly adapting to the
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momentary state of the structure.Because of this difference in the time
scale of changes the micro-variables can be considered in each moment
“to have already gone into equilibrium” with respect to the given
structure. .

The next author interesting for us is Homans (1950, 1958, 1974)
whose work is devoted to the analysis of small groups with preferen-
tially direct interaction between their members. Hence, his work also
belongs primarily to the category of network theories although he goes
beyond that. He structures the inter-individual relations by a few main
micro-sociological variables, namely sentiments, activities, and interac-
tions, however, already including emergent group customs, norms, and
practices. He investigates the mechanisms explaining the maintenance
of the equilibrium structure of a group as well as the elements of
dynamics which he thinks to arise from a social behavior of exchange.

It seems, however, that in his qualitative formulations the micro-
level is not clearly separated from the macro-level (which has its own
quasi-autonomous dynamics). Emerging norms, customs, the ideology
of a group, solidarity, etc. are still considered as directly coupled to
inter-individual interactions and not as entities of their own. Neverthe-
less, Homans already realizes the problems of the emergence and not
only of the stationary structure of groups.

Some of his qualitative considerations, e.g. how customs, norms,

and other “transpersonal variables” (using our terminology) emerge
from inter-individual interactions, could perhaps be made fruitful by
translating them into equations for the evolution of transpersonal
variables on the basis of the activities of individuals.

Let us now come to the influential and important work of Coleman
(1964, 1990) who is one of the pioneers of mathematical sociology.
Already very early he has freely used mathematical formulations.
Among the mathematical formalisms used by him are stochastic
equations and integrations of social choice theory with economic
concepts. Thus he has demonstrated that conceptual integration
nstead of building barriers between sociology and economics is
reasonable. :

Moreover, Coleman (1990) has for instance used economic terminol-
ogy in setting up a “dynamics of the linear system of action” for social
exchange processes. The mathematics of his model consists in adapta-
tion processes, namely in an adjustment process of values (prices) of
certain goods and an exchange process of goods between agents.
A generalization of Coleman’s approach, namely a “socially embedded
exchange” has recently been thoroughly discussed by Braun (1993).

o
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Comparing Coleman’s theory with our model one can find several
parallels: We also make use of utility functions comprising economical
as well as immaterial terms. However, his equations are linear ex-
change equations for values and goods the solution of which approach
one unique equilibrium state independently of the initial state.

Our model can also be seen as a generalized exchange model — at
least with respect to the collective personal variables — but our utility
functions appear in a dynamic context and lead to non-linear migratory
equations of a rather complex character.

Admittedly also a nonlinear model like ours must start from a
pre-supposed frame of a maximum number of potentially arising
groups with a pre-assumed maximum number of internal structures
(e.g. status levels). ,

However, the non-linear dynamics is able to describe the emergence
(the coming into existence) of a group from zero membership towards

“a finite size and also the complete decay (the disappearance) of a

group. These are events of structural change!

Furthermore, it does not only depend on the chosen calibration of
trend parameters but also on the chosen initial conditions which
scenario will be realized. This implies that the finally approached at-
tractor state — which could be a stable stationary state or a limit cycle
or even a so-called chaotic “strange attractor” — is path-dependent
and not uniquely determined independently of initial conditions as in
linear theories.

We continue our consideration -of related work with the discussion
of authors who have, in different ways, stressed the importance of the
concept of solidarity in sociological theory.

Let us begin with Durkheim (1964, 1973, 1915), the early thinker
about the arisal and the role of solidarity in modern society. Sum-
marizing briefly his earlier and later work, he distinguishes several
ways how solidarity comes about.

In undifferentiated societies the similarity and uniformity of its
members leads to a solidarity bond of common thoughts, common
behavior and common culture. In differentiated and industrialized
societies the division of labor leads to an interdependence of all members
thus creating an integrative force. And even in a modern society of
individualists the looming decay of integrations is halted if individual-
ism itself is institutionalized to a “cult of the individual” which may unify
the participants around common beliefs and practices.

We see that Durkheim invokes rational necessities (division of labor)
as well as emotional bonds (cults, a kind of religion) to explain the
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emergence of solidarity. Once more it turns out that different rational
or emotional reasons may give rise to the same evolution process of
solidarity. '

After Durkheim, research for understanding the general role of
solidarity proceeds on different lines.

Parsons '(1937, 1951, 1967), generalizing the ideas of Durkheim, sees
* solidarity as the basis of any social system and stresses the normative
character of the sources of solidarity. He distinguishes between the two
levels of common and of differentiated normative culture, where the
common _ level is shared by all members of the society, while the
differentiated level consists of values and specifying norms belonging to
functions and structures of subunits of society. According to Parsons,
any social structure is defined by roles and collectivities, norms and
values.

In view of our model one could say that roles and collectivities are
captured by thie collective personal variables, whereas norms and
values belong to the realm of transpersonal variables.

Collins (1967, 1981, 1988), also starting from Durkheim, does not
follow a structuralistic—functionalistic line but in his search for the
sources of solidarity he focusses on the emotional and ideological
causes, e.g. when speaking of ritual solidarity. The elements of his
“ritual model”, namely co-presence, focus of attention, common emo-
tions, membership symbols, reactions to violations and attitudes
toward non-members include also (speaking in the terminology of our
model) collective personal components. (co-presence, r.cactions, atti-
tudes) and transpersonal components (common attentions, common
emotions, and membership symbols). Even more important, his con-
cepts do already imply the process character of the emergence of
solidarity, e.g. when speaking about the murual amplification of
different elements like common focus of attention and common
emotional- mood. In essence these arguments already amount to
explaining the emergence of solidarity as a self-organization process
via a feedback loop of mutually enhancing components. It seems
appropriate to distinguish in the formal description of this complicated
process between the initial stage and the fully developed stage of group
formation. :

At the initial stage of emerging solidarity the group is still borne and
carried by a few intensely interacting individuals who initiate solidar-
ity. But this emerging solidarity is still bound more or less directly to

the fluctuating individual activities and interactions. However, solidar-
ity soars up along with the growth and development of the group and
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there consolidates more and more its transpersonal character as an
entity of its own.

In the fully developed stage of a group we have an established
solidarity instead of an emerging solidarity. In this stage solidarity has
become a smoothly evolving transpersonal variable representing the
“groupness of the group”. The indirect coupling effects of established
solidarity can then be clearly distinguished from the direct interactions
between the members.

Before we finish our discussion of authors’ approaches to solidarity
we must make a remark about a problem which lurks behind solidarity
like an ever present antagonist: the Jree-rider problem, i.e. the problemr
why cooperation and solidarity is not destroyed or frustrated by those
who abuse it. This variant of the well-known prisoners dilemma has
been intensely treated (see for instance Axelrod, 1984; Schuessler, 1989;
1990). An advanced and more recent formal treatment of this problem
relevant for group formation is that of Glance and Huberman (1993).
These authors introduce the new and plausible aspect that people who
cooperate have the expectation that their decision will positively
influence other agents to do the same in future. However, this effect
depends on the size of the group; it becomes effective for smaller
groups only, where “outbreaks of cooperation” can occur as detailed
computer simulations show. The conclusion derivable from their
article is that under appropriate conditions (not too large groups)
cooperation (e.g. voluntary compliance with obligations) is maintain-
able against abuse even without coercion.

In a macro-sociological model like ours the free-rider effect can only
be taken into account in a lump manner. It is included in the
saturation term of the evolution equation for solidarity. This term
depends on the size of the group and reduces the attainable level of
solidarity for larger groups. Therefore all trend functions which
depend on the solidarity variable depend also on the solidarity-
reducing influence of free-riders.

We conclude our discussion of approaches to solidarity with con-
siderations about the book “Principles of Group Solidarity” of Hechter
(1987), which is relevant for our formal modelling approach in several
respects:

Hechter’s approach is primarily formulated in terms of collective
behavior, i.e. in terms of macro-sociological concepts. He uses concepts
of rational choice theory after a concise comparative consideration of
normativistic, functionalistic, and structuralistic approaches. It is of
interest whether and where these concepts of causal relations in group
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formation can find their place in formal approaches. In his rational
choice approach the question of how compliance with oblig'fltions can
be attained plays a central role. We will ask how and to which degree
this behavioral question can enter the macro-dynamics. Furthermolre,
in Hechter’s approach there reappears the question of operationaht.y
of concepts and variables and the question whether or not his
approach already contains a process theory, i.e. a “true dyngmlcs” or
only concepts of “comparative statics”. These questions are important
for any formal description of group dynamics including our nr.10(.iel.

Hechter is satisfied neither by normativistic and functionalistic nor
by structuralistic explanations of solidarity. Therefore he prefers a
rational choice approach to group solidarity. However, then h'e ha_s to
cope with the problem of how solidarity and cooperation arises in a
group of egoists because “rational members will seek membership in a
group only if the benefit derived from access to the joint good exceeds
the costs of the obligations”. This problem is even sharpened because
he argues against concepts of solidarity deriving from affection, fearing
the lack of operationality of such concepts.

The remaining possibility of introducing a pure rationalist’s oper-
ational concept of solidarity (dropping internalization of norms, emo-
tional satisfaction, voluntary insight in group functions) is to define
solidarity as a function of the extensiveness of. corporate obligations
and of the probability of compliance with these obligations. Here,
according to Hechter, the first factor isa function of the dependence
of members on the group: “the more dependent a member, the more
extensive will be its obligations”, and the second factor is (because of
rational egoists’ temptation to become a free-rider) a function of
control (i.e. monitoring and sanctioning): “the greater the control the
greater the compliance to obligations”. .

We have already mentioned how the free-rider problem is treated in
our model. However, a macro-model like ours cannot reflect all psycho-
logical details, even if they are important from a micro-sociological
standpoint. For instance: If voluntary or coerced compliance with

. obligations should lead to the same dynamics of the variables consider-
ed in our model, this difference could not show up anywhere in that
restricted model. However, an extended model containing also micro-
variables could then reveal a different fine-structure of the groups in
both cases.

Hechter stresses the operationality (possibility of direct measure-
ment) of his definition of solidarity. However, this operationality
concept neglects the not easily measurable but nevertheless important
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solidarity creating factors and is also at the cost of the transpersonal
character of solidarity, Common internalized norms, common feelings
of group identity, and beliefs in group ideology establish the trans-
personal character of solidarity, whereas for instance the estimations
of rational egoists, in terms of how much compliance to obligations is
necessary to evade sanctions, are detrimental to the formation of
solidarity. For-such reasons we have in our definition of the solidarity
variable not insisted on its full operationality by direct measurements.
It seems sufficient to us that the solidarity variable plays an important
role in the coupled dynamic equations and thus has an indirect
influence on the evolution of the directly measurable variables.

On the other hand it is certainly a positive aspect of Hechter’s
conceptualization to give the rational choice of individuals a central
place because the decisions and actions of individual agents are the
basis of group formation even if transpersonal entities eventually
emerge in this process. -

However, the concept of “rationality” in the decision-making of
individuals should be generalized: It seems to be a fact of social
psychology that norms and ideologies of a group are to some extent
internalized by its members. This corresponds to a change of the
psychological state of the individuals which implies that the estimation
of benefits and costs also takes place from a new perspective. Under
this perspective the realization of group purposes can become a matter
of personal satisfaction, and the corresponding satisfaction terms
compete — e.g. in utility functions — with terms describing personal
obligations, costs, and sacrifices. Generalized rational choice then
means that the material and immaterial benefit and cost terms of the
utility of the individual member of a group depend not only on the
satisfaction of immediate egoistic interests but also on the welfare of
the group which is also perceived as a factor of personal satisfaction.

In our formalization of group dynamics via introduction of a
conditional motivation potential we have implicitly used such a
generalized concept of rational choice. The formal expression for this is
the dependence of the motivation potential on the key-variables of the
groups. That means the personal motivations depend not only on
individual gains and losses in a narrow sense but on personal satisfac-
tions or frustrations depending on the global state of the groups
including their solidarity.

Finally we come back to the fundamental question which causation
schemes are relevant in the formation process of groups. Our view differs
from that of Hechter in so far as we do not see the decision-making
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individuals as the only centres of causation. Instead, we see a cyclical
relationship between different causative factors which comprise the
elements of (generalized) rational choice, structure, functions, and

norms. All elements are embedded into a feedback loop which makes.

it impossible to isolate one element and to construct a “linear” causal
nexus. l '

Being aware of the high complexity of cyclic causality we can only
suggest a. stylized cyclic causation scheme which is probably not
complete: ‘

1. Individuals coalesce in nascent groups by virtue of sharing com-
mon (material or immaterial) interests. :

2. Simple collective structures are built up under individual rational
aspects of construction.

3. The simple group structures bring along and carry simple func-
tions facilitating the pursuit of the common interests.

4. Compliance with obligations is still fully voluntary and needs no
norms because of the close direct interaction between the few
members. of the small group.

5. It is observed by the members of the growing group that the
stabilizing structure can carry extended functions leading to power
and influence of the group as a whole and of the individual
members, but also to obligations going beyond and transforming
the original interests.

6. Feelings of group identity and manifest formulations of group
‘objectives begin to develop and rules consolidating to norms begin
to be practised and entrained. ‘

7. A transition takes place from inter-individual cooperation and
rationality to transpersonal solidarity and formulations of group
ideology. This .facilitates further growth and efficiency of the

group because direct interactions are no longer indispensable-

but partially substitutable by the indirect bond of group-solidarity
and -ideology.

8. The loss of direct inter-individuality also favors free-riders but
simultaneously stabilizes norms which, if necessary, can justify
sanctions and enforce the compliance with obligations.

9. The now fully stabilizing structures, including hierarchical levels,
lead to an efficient performance of functions secured by fully
consolidated norms.

10. The stabilized structural, functional, and normative system of the
grotp acts back on the membérs of the group by psychological

GROUP DYNAMICS AND SOLIDARITY v 195

internalization processes.The identification with the transpersonal
superego of the group leads to a transformation of the perspectives
of estimation of benefits and costs, of satisfaction and frustration
in the sense that group ideals are now partially taken over as
personal desires.

11. Equipped with this transformed mentality the “modified rational-
Ists” begin a new round of organizing a new level of structure in
the now fully developed group.

12. The modified mentality of the members and the reformed struc-
tures lead to the emergence of new functions and new influences of
the group, etc. In total,-the cyclic coupling of the causation
elements of the group which simultaneously involves a “bottom
up” and “top down” interaction between the micro-sociological
and macro-sociological layer leads also to a slow transformation of
the shape and the objective of the group.
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