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Abstract

This paper is the final report for the course Modeling and Simulating
Social Systems with MATLAB[26]. The course aimed to offer insight on
how to use tools such as MATLAB in order to model and analyze so-
cial systems. In this paper, we try to develop a new way of approaching
and analyzing social networks that is based on bilateral relationships;
such networks are often represented as graphs showing the concatenation
of ties between users, with ties standing for the relationship that exists
between them. We will try to demonstrate why this view of the social net-
work is somehow old fashioned, and then come up with a new view that
we believe is more accurate. Indeed, we will focus on the social network as
a meeting point for people sharing interests and ideologies, arguing that
the social network is becoming a channel for mass communication. To
do so, we will motivate our work, based on events that occurred recently
in the world. Once motivated, and having formulated the questions we
will ask about the existence of this new vision of social networks, we will
implement a tool that enables us to gather pertinent data from a social
network. The analysis of this data, based on mathematical algorithms,
aims to show whether or not our vision was realistic. In the last part, we
will explain some applications we see in such types of approaches. To our
knowledge, the idea we are developing is new and has never been studied
before.
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1 Introduction

1.1 Internet evolution

1.1.1 Web

Web is Dead, Long Live the Web... For more than 20 years, the web
has been evolving, offering more and more features based on new tech-
nologies. From static pages to dynamically created content pages, the
internet presents more and more possibilities to users, and is now the
most used communication medium in the world, delivering information
more quickly, in a more reliable way, and often for free. On March 21st
2010, the number of Internet users was 1,966,514,816[31] which repre-
sents a penetration rate of 28,7% of the global population. Since this
number is still increasing, infrastructures continue to expand in order to
provide new systems that rely on social behaviors. Such systems enable
ubiquitous communication among peoples, platforms and applications in
a global manner.

1.1.2 Web2.0

Due to this evolution, user behavior also has greatly changed; progress-
ing first from readers to actors, they have now become developers of the
web. This new behavior is often said to be characterized by the appel-
lation Web2.0[27] The primary characteristics of this new kind of web
are user-generated content, participation platform, data as driving force,
and collective intelligence.

Such a trend has lead to the development of social networks where
users can generate and share content with each other. The first goal of
this platform was to provide the user a window through which one could
glimpse life and easily communicate with another. This idea quickly lead
to social human behaviors and the notion of ties between users appeared.
Such links, for instance, are called friends in Facebook [13] or followers in
twitter [33].

The social networks then became an aggregation of users, each user
being tied somehow to other users, everybody sharing something with
parts or all of her linked users. As the number of users increased, some
interesting properties such as the six degrees of separation[29] quickly
surfaced.

Such properties caused researchers to think more about the social
network as a relationship-web among users [18, 35, 39]. However, a new

8



trend emerged little by little and is now one of the fundamental points
of any social network.

1.2 New mass communication channel

1.2.1 Social network evolution

Social network user numbers have been increasing exponentially over the
last few years[12, 30]; this progression has been accelerated by the devel-
opment of smart phones that enable access to the social network, any-
time, from anywhere. With such platforms, the user is able to create,
collaborate, edit, categorize and exchange or promote any kind of infor-
mation. Nowadays, companies such as Facebook possess a great deal of
decision-making power and an interesting influence on the world wide
web evolution. They even have a huge impact on social events. Despite
its giant population ( ndlr :500 million users[11]), Facebook is not quite
a sovereign state—but it is beginning to look and act like one[9].

1.2.2 Emergence of groups

The emergence of such large frameworks has clearly created new chan-
nels for mass communication and event coordination. Groups create and
tend to attract like-minded communities of interest, in order to transmit
more or less passionate ideas. These kinds of gatherings, after they tra-
verse political or ideological matters, may then lead to various forms of
“hacktivism“.

Focusing on this new role of social networks in the evolution of trends
in the world, may be a clever idea for someone who wants to understand
mass movements or idea propaganda. Indeed, it has been frequently
suggested that the Middle East revolutions have been made possible by
these social networks[? ] that have become either vectors of information,
or simply the core systems that enable people to gather around the same
political ideas. From what we have seen in these revolutions, people
gathered through social networks into differing groups that were clearly
not in physical contact with each other, but nonetheless were sharing a
dream or political ideology.

1.2.3 A new framework for mass communication

These social networks have since become information media as well[19];
it really demonstrates that people are ready to use a framework such
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as a social network in order to gather behind common interests. Other
examples can be found easily when looking at the Wikileaks [6] case in
2011. Indeed a group of people called Anonymous [4] decided to use the
social network Facebook in order to share their opinions about Wikileaks
and provide tools to users so that they could participate in a huge Denial
of Service attack[5, 20]. The social network then became a way of pro-
moting and conveying ideas, information and tools. The platform once
again gathered people behind a common idea, a common goal, a common
interest.

1.3 New approach to the Social Network

After analyzing the Middle East revolutions and Anonymous cases, we
actually figured out that these are just the visible part of the iceberg; in-
deed, while crawling the social network, we found thousands of engaged
groups, some more or less extreme, others more or less mainstream, but
all gathering people behind a common cause. This gave us the idea of
considering the social network no longer as a graph where edges between
vertices represent relationships between users, but rather as a concate-
nation of clusters, each cluster gathering people with common interests.

We do not focus any longer on the social link that might exist between
two random people, but see the social network as the aggregation of many
people sharing the same interests. From this idea we want to prove that
there exists a new model of social networks based on interest convergence.

1.4 Consequences of a new approach

1.4.1 Information diffusion

As soon as we consider a social network as the concatenation of groups,
we begin to focus on the information diffusion in such groups [34] . In-
deed, one of the main problems in the mass diffusion of information is
that once the information is released, no one can predict the impact it
will have on the masses; this impact will depend on the analysis that is
done by different protagonists who speak about the information. When
spreading information to the masses, we have no access as to who will
act on the information first, and so we surrender our own bias as to what
the information means. With this process, we are then able to recognize
patterns and preferences in the clusters so that it becomes possible to
analyze which group can spread the information in such a way that it
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keeps the sense we want to impart. As a consequence, this new approach
might be able to help event coordination and mass manipulation.

1.4.2 Asymmetry

Moreover, this super fast coordination of like minded people will establish
an asymmetry in any conflicts, since it will unleash passions and will lead
to mass movements that are difficult to stop. It has been proven that
in many online social systems, social ties between users play an impor-
tant role in dictating their behavior[3, 40] —for instance, through social
influence a user can induce his/her friends to behave in a similar way.
Once again, examples can be derived from the Middle East revolutions
and from the Wikileaks case study.

As a consequence, showing that the social network can be divided
into different clusters of users that share the same interest may lead to
huge safety concerns, which make this study even more interesting and
legitimate.

1.5 Problematic

In this paper, we will try to focus on the following questions:

• Does there exist an interesting clustering of people rooted in shared
interests?

• Based on this clustering, can we find a sort of fingerprint of the
cluster?

• Is it possible to predict user interest based on the knowledge of his
cluster?

• When a new user appears, is it possible to assign him to one of the
existing clusters?

1.6 Reasoning

In order to answer these questions, we first have to choose a social network
and define how we can model user interest based on this social network.
Since we want to prove that the bilateral relationship-based view of a
social network is old fashioned, we will try to take a social network that
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provides such types of links. For instance, Twitter only provides a one-
way relationship so it is not interesting for our study.

Next we need to find a way of defining what data best represent our
model of user interest and then somehow we have to be able to retrieve
this data from a number of users in order to make our study legitimate.

Once the data have been collected, they will have to be extracted and
put into useful mathematical objects.

Last but not least, we will need to analyze the data we receive. First
of all, some basics statistics will give an initial overview of user behavior.
Then we can go a bit further and apply some clustering algorithms in
order to examine the validity of our model.

Finally, we will provide some further work ideas in order to get better
results, or suggest some applications that can use our work.

2 Description of the model and Implementation

2.1 Choosing a Social Network

2.1.1 Two-way relationship criteria

The first objective in the model construction was to determine which
social network to use in order for our study to be legitimate. Since we
wanted to develop a new way of seeing social networks that is based on
two-way relationships, we needed to focus on those types of networks.
For instance, social networks such as Twitter are based on the notion of
follower, which is a one-way relationship. Those types of social networks
are not interesting for our study.

2.1.2 Legitimacy

Moreover, we had to find a social network that lent legitimacy in terms
of usage. Facebook immediately came to mind. Indeed, Facebook has
been said to have played a pivotal role in events such as the Middle East
revolutions. Facebook has almost 500 million users and Facebook is based
on the bond of friendship, which is a two-way relationship. Facebook
was actually the first social network based on this symmetrical relation
between users. This relation is commutative, which means

∀(i, j) ∈ NUiRUj ⇔ UjRUi (1)
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Besides, Facebook provided easy access to a huge amount of informa-
tion that could then be modeled and studied according to mathematical
algorithms. Indeed, every user has the potential to be part of some group
by setting preferences, books, music, education background, etc.

Figure 1: Available information on a public profile

Figures 1 and 2 show information that can be seen on the social
network for the user David Tortel[10]
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Figure 2: Available information on a public profile

2.1.3 Public API

Another important point when choosing the social network was the fact
that it had to provide large documentation and an easy to use API that
would enable us to get the data we were interested in. Recently, Face-
book developed just such a public API for developers to create Facebook
applications.

2.1.4 Local application

Last, but not least, the Facebook approach offered a real advantage. We
were able to develop a local application that users could run in order to
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provide us the information we needed to use. The Facebook application
implementation will be developed further.

2.2 Data to get

2.2.1 Facebook information about users

Facebook information is stored in databases[14]. Some of these databases
are accessible from the internet under certain conditions. Depending on
the information it wants to access, the Facebook application has to query
different tables, such as album application, checkin, comment, connec-
tion, cookies, developer, domain, event, family, friend, friend list, group...

Information relative to the user’s interests can be found in the user
table.

2.2.2 The user table

The first idea we had was to get all the data from the user table that
would assist us in profiling him. This would enable us to gather as much
information as possible about the user’s interests. As a consequence, we
examined the user table and then decided to take all data from the Face-
book user table that are linked to the user. In the Facebook user table,
we find the following information[15]:
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user ID first name
middle name last name
full name networks
time of update. time zone
religion birthday
gender home town
genders the user wants to meet. reasons to meet someone.
relationship for the user user ID of the partner
political views current location
activities interests
favorite music favorite television shows
favorite movies favorite books
favorite quotes information
high school Post high school
work history number of notes
number of Wall posts current status
two-letter language code URL to a user’s profile.

2.2.3 Groups

Moreover, we decided to focus on the Facebook groups because, for us,
they really demonstrated the users’ interests. Therefore, we also culled
references from all groups that are followed by the users.

2.3 Implementing the Facebook app’

In order to get all data from the users, we developed a Facebook ap-
plication. This Facebook application is a Java servlet, that retrieves all
interesting data from the user who is running the app as well as all his
friends. This part aims to provide an overview of the development phase
and to explain the different decisions we had to face during the imple-
mentation.

2.3.1 Registration process

Before allowing anyone to develop a Facebook application, Facebook
requires a registration. The registration provides the developer with
a key, a randomly generated token that is supposed to authenticate
the application. Every time the application runs, this token is sent
in all requests so that Facebook knows what application is trying to
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access what data. The application was developed and run on a local
server at the address http://84.75.169.88:8080/Facebook/ Facebook
gave us the identifier token 201038469931676. The application is called
851-0585-04L and is available at the address http://www.facebook.
com/apps/application.php?id=201038469931676

2.3.2 Giving permissions

Whenever she connects to the application, the user is asked to login to
Facebook with her username and password. After this is completed, the
user is authenticated for Facebook. Then the application asks the user
for permission to access information on her profile. This permission must
be given by the user. When accepting, the user sends to Facebook her
credentials as well as identifiers for the application that is allowed to
access that data.

Figure 3 shows the permissions that are requested of the user to run
the application. Most of them are related to data that are stored in the
user.

Figure 3: Needed permissions to run the application

2.3.3 FQL requests

When it has the correct permission, the application starts receiving data.
To do so it sends some FQL –Facebook database language[14]– requests
to the Facebook databases in order to access the data. The FQL request
is the following:
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SELECT uid,first_name,middle_name,last_name ,name,
affiliations,profile_update_time,timezone,religion,birthday,birthday_date,
sex,hometown_location,meeting_sex,meeting_for,relationship_status,
significant_other_id,political,current_location,activities,interests,
is_app_user,music,tv,movies,books,quotes,about_me,hs_info,education_history,
work_history,notes_count,wall_count,status,has_added_app,online_presence,
locale,proxied_email,profile_url,email_hashes,allowed_restrictions,
verified,profile_blurb,family,website ,is_blocked,contact_email,email
FROM user WHERE uid =me()

Then the same request is sent in order to retrieve the same data for
friends of the user.

These two requests simply ask the user table to give back any infor-
mation that can be linked with the user preferences and interests.

Then the two requests are run in order to retrieve all the groups that
are followed by the user and by her friends.

SELECT gid,uid FROM group_member WHERE uid = me()

This request asks the system to go over the whole group_member table
and look at the groups the user is part of. A list of group ID’s and user
ID’s are returned by the application.

2.3.4 Translation

Facebook returns an XML document. When accessing this XML doc-
ument, the application creates an XML tree and generates some data
according to the XSLT sheet. This XSLT sheet enables the application
to structure and exploit the XML document into a textfile document.

A new file is created for every user that runs the application.

2.4 Getting the data

2.4.1 First data

The application ran from May 6th to May 9th 2011. In this period,
39 users ran it from seven different countries. Figure 5 points out the
repartition of users against their age and countries. When retrieving data
from their friends, we recovered information on about 8000 users.
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Figure 4: Application life

Figure 5: Repartition of users who ran the application

2.4.2 Anonymity

The first point when using this data was to insure anonymity. In fact,
in our reasoning, one of the most important points was to insure that no
person would be able to come back to the user through this same data.
This privacy measure became one of our sine qua non conditions as we
built our project. Therefore, we erased all data that was directly linkable
to the user. As we still needed an identifier for every user, we decided to
use the hash of the user ID and a secret value. We now had

userid = HASH(uid+ seed) (2)

While the seed remained secret, this insured that nobody could deduce
the uid and the user identity from the userid on the assumption that the
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HASH algorithm was not broken.

2.4.3 Axe of study

Since the amount of data was really huge, and due to time constraints,
we decided to focus on a particular axe. Our first idea was to focus on
the particularities that are part of the user table, such as films, interest,
books, network and so on. However, we realized that it would be really
difficult and time consuming to gather all information about these in-
terests and then attribute some of them to the appropriate users. Some
issues of synonyms and misspellings also appeared, so we had to eliminate
this train of thought.

2.4.4 Facebook group

The second idea we conceived was to focus on the group concept in Face-
book. A Facebook group is an entity that gathers people around a com-
mon interest. That definition underscores the importance of such entities
in our study, which aims to show that we can cluster people based on
their interests. With such an entity, it is possible for the user to follow
any news, since the group has a user interface with an official website,
some pictures, and a wall that is available for comments and information.

Figure 6 shows the Facebook page of Anonymous’ group. As Facebook
developed more pleasing windows, a lot of information was disclosed on
the group page so that people could join the page and be centered around
a same spirit. As seen in this picture, and as we can see from the goal
of a group, these entities enable people to gather and share ideas about
common interests. As a consequence, this notion of group totally matches
our perspective of clustering people according to their interests.

2.4.5 Group similarity

When deciding to focus on the groups, our first idea was to assemble
similar ones together. However, it quickly turned out that this process
had to be hand made; indeed, once again, misspellings or similar groups
with different names made it impossible to automate the process. This
is among the biggest concerns in today’s internet, and we do not pretend
to have a new idea for clustering the groups in a more efficient and
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Figure 6: Anonymous group

clever way. Consequently, it means we have to group them in the old
fashioned way. As we received about 344 000 different groups for our 8000
users, it turned out that this was far too much work and required far too
much time to gather different groups in the same "group" appellation.
Moreover, this approach would have penalized us for the last part of
our task which is to suggest certain groups to the user. Therefore, we
considered each group, based on its group id. As we have a bijection
between a group and its group id, this approach totally made sense.

2.4.6 Modeling the data

Now that we knew the problematic we wanted to focus on, we wrote the
Facebook application. When we received the information and decided
which facts to use first, we had to figure out a way to model the data so
that we could effectively use it. We needed to find a mathematical object
that could carry the underlined structure in the notion of belonging to a
group.

The natural approach that came to mind was to project the user
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onto the space vect < g1, ..., gn > where g1, ..., gn stands for the different
groups. This space is the vectorial space that is generated by the vectors
characterising the different groups. In this boolean projection, we have:

∀(i, j) ∈ N2,

{
< Useri.Groupj >= 1 if Useri ∈ Groupj
< Useri.Groupj >= 0 if Useri /∈ Groupj

(3)

Then we constructed the matrix of the projection of users onto space
vect < g1, ..., gn > where g1, ..., gn stands for the different groups. This
projection gave us a boolean matrix that we could use from a mathemat-
ical point of view in a clustering perspective.

2.4.7 Creating the matrix

This boolean matrix is generated by a python script. This script first
checks out the list of groups that are used by at least one of our users in
order to generate the vectorial space. Then the script runs over all users
and creates the matrix as follow:

∀(i, j) ∈ N2,

{
Matrice[i][j] = 1 if Useri ∈ Groupj
Matrice[i][j] = 0 if Useri /∈ Groupj

(4)

We have a 8000 ∗ 344000 matrix.

2.5 Reducing the data

2.5.1 The problem of huge datasets

Since we asked the matrix to work with the MATLAB tools, we focused
on how to integrate it with MATLAB. Unfortunately, it turned out that
such a matrix is far too big to be loaded in the MATLAB software[32].

Two solutions then occurred to us.

• Divide the matrix in several blocks, load the different blocks and
work with them

• Sample the dataset to reduce the matrix
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2.5.2 Dividing the datasets into sub datasets

If the first solution seemed to be more attractive at the beginning, it
could not be implemented in our case since, for clustering, we needed to
understand the behaviors of users one against another. For this reason,
if we somehow split the dataset, we would then just be able to evaluate
the user in her own dataset part, which would return incorrect results.

2.5.3 Sampling

Therefore, our application needs lead us to the second solution, reducing
the dataset by sampling. For computational reasons, we were forced to
choose a matrix with only 1700 users. In order to remain consistent in
the whole work, we needed our sample to be representative of the entire
Facebook sphere.

So we decided not to choose the users randomly, but, instead, took
all users that were linked to a single user. Under these circumstances,
we hoped to observe unique groups and preferences, because we could
assume that people related to each other, would also tend to share certain
interests. These people were quite representative of the Facebook sphere
since we could find from public, political, religious, and private profiles,
some people who are overactive on the social network, and others who
are very quiet. Moreover, considering our sample, we knew that people
are linked to each other in complex ways, which is, once again, a chief
characteristic of the social network. Had we chosen people randomly,
we would not have been able to prove that such social links still exist
between people. We thus considered this sample to be indicative of the
whole Facebook world. Some calculation would have demonstrated our
assumption, but, once again for privacy reasons, we prevented ourselves
from performing such analysis.

From this dataset of 1700 users and 65000 groups, we were able to
start working on clustering algorithms and determine whether or not our
assumptions were realistic.
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3 Introduction and Research Question

3.1 Clustering

In algorithms terminology, partitioning a set of objects into groups such
that the objects belonging to the same group are “similar” (i.e. share
common features) is called cluster analysis or simply clustering. Figure
7 show such kind of clustering in 2 dimensions. The main goal of the clus-
ter analysis is to detect underlying patterns existing in the data, which
could not be determined by a superficial examination. As the labeling
of the data is unknown and no prior identifiers are used throughout the
algorithmic procedure, clustering is, from a machine learning point of
view, an unsupervised learning method.

Figure 7: Example of clustering procedure in R2 : different colors represent
different clusters[36]
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3.2 Similarity

The method of defining the “similarity” measure and determining which
objects are similar and which are not, depends heavily on the application
of the clustering procedure. Similarly, there is no standard way to eval-
uate the performance of a given cluster configuration. Rather, a “good”
clustering is determined by the context in which the analysis will be used.
Also, even though in some cases the underlying idea might be the same,
mathematically defining the “similarity” measure and the performance of
a given cluster configuration is also dependent on the representation of
the input data.

3.3 Good clustering

Therefore, our research question is whether there exists a “good”, “repre-
sentative” clustering of the users of a social network (in this case, Face-
book), based solely on their interest, which is quantified by belonging to
groups. More specifically, a “good” clustering would show a significant
separation between objects in the same cluster and objects in different
clusters, such that, in general, the belonging of two users to the same
cluster represents a tight relationship between them (tighter than com-
paring two users from different clusters). The mathematical formalism
and quantification of “good” and “representative” clustering, as well as
what it means for two users to be “similar”, will be given in the following
sections. Our final goal is to state, from a mathematical perspective, that
the relationship between the users and their common interests represent
meaningful criteria for grouping the users in an accurate manner.

4 Data statistics

4.1 The Data matrix

The input data are represented by objects (in our case, the users), which
possess features (Boolean group belongings). To each user, a feature vec-
tor is assigned, having as its length the total number of existing groups;
a value of 1 exists for the positions representing groups to which the user
belongs and a value of 0 exists for the positions representing groups to
which the user does not belong. As stated above, out of the initial data
set obtained after use of the Facebook application for data collection, only
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users with more than 15 groups have been considered. Therefore, the in-
put structure is a matrix, with m = 1449 rows (users) and d = 64391
columns (features).

M = (xij) =


x11 x12 . . . x1d−1 x1d
x21 x22 . . . x2d−1 x2d
. . . . . . . . . . . .

xm−11 xm−22 . . . xm−1d−1 xm−1d
xm1 xm2 . . . xmd−1 xmd

 (5)

4.2 Data Analysis

We performed a basic statistical analysis on the data in two directions:
the groups and the users.

4.2.1 Users Analysis

We analyzed 1449 users, all having at least 15 groups. Figure 8 under-
lines the plot of group per user. The plot on the left shows all the users
and the number of groups they belong to. The maximum number of
groups that a user has is maxGroups = 1389 and the minimum number
is minGroups = 16. The average user possesses meanGroups = 126.2
groups and the median number of groups, among users, ismedianGroups =
88. As can be seen on the right side of Figure 8, there are few users hav-
ing many groups. Therefore, we also computed the trimmed average, by
removing the outlying 10% of users, but we did not obtain a much lower
estimate: meanGroupsTrimmed = 113.8. However, the group’s data are
quite spread out, with a standard deviation of 123.4.

4.2.2 Groups Analysis

The maximum number of groups we worked with equals the number of
columns of the input matrix: 64391. Figure 9 points out the statistics of
users per group. The plot on the left shows the groups and the number of
users that belong to each group. The largest group has maxUsers = 512
users. As can also be seen on the histogram on the right side for Figure
9, there are many groups with very few users, therefore the mean number
of users per group is small: meanUsers = 2.84. The trimmed average
(without 10% outliers) is even smaller: meanUsersTrimmed = 1.5 users
per group. In this case as well, the standard deviation is very high,
meaning the data are very spread: sdUsers = 9.7.
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(a) Plot of groups per user (b) Histogram of groups per user

Figure 8: Statistics of groups per user

(a) Plot of users per group (b) Histogram of users per group

Figure 9: Statistics of users per group

5 Types of Clustering

In machine learning literature [7], there are three main types of clustering
analysis.

5.1 Hierarchical Clustering

This method delivers a hierarchy of clusters, i.e. the new clusters are
built on the basis of the existing ones. The starting condition is either
the entire graph as a single cluster, which is progressively divided into
multiple components until a certain stopping condition is reached (the
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divisive or top down approach), or each point is assigned to separate
clusters, that are progressively joined together, until a certain stopping
condition is again reached (the agglomerative or bottom up approach).
The results are visualized using a specific type of tree diagram called
dendogram. In our case, as we aim to represent the relationship between
the users on the same level rather than in a hierarchical manner, the
hierarchical clustering technique is not suitable, since the resulting par-
titioning does not carry any interpretation in the social network context.

5.2 Single Level Hard Clustering

Unlike hierarchical clustering, in the single level clustering approach, the
set of observations is partitioned into clusters, without building on exist-
ing structures. Therefore, there exists one single final partitioning of the
objects. Hard means that the clusters are mutually exclusive (i.e. an
object belongs to one and only one cluster). For interpretative reasons,
the single level approach is more suitable than the hierarchical one for the
analysis of real, large dimensional data. Since the general interpretation
behind all the algorithms in this category is similar, we chose the most
well studied single level hard clustering algorithm: k-means, to analyze
our data.

5.3 Single Level Fuzzy Clustering

Unlike hard clustering, where an object belongs to only one group, in
fuzzy (or probabilistic) clustering, an object has different degrees of be-
longing to groups (generally expressed as probabilities), which, if ex-
pressed as probabilities, sum up to 1. Two important approaches can
be distinguished within the fuzzy clustering category [2]: Fuzzy c-Means
Clustering and the Density Based Expectation Maximization Algorithm.

5.3.1 Fuzzy c-means Clustering

Fuzzy c-means Clustering is similar to k-means in the sense that it aims
to partition the given set of objects into c clusters, while minimizing
certain objective functions. As c-means is a fuzzy clustering technique,
in contrast with k-means, it proposes a grouping in which any object can
belong to more than one cluster. Therefore, the output of the algorithm
is, for each user, a vector with length number of clusters, in which each
element represents the degree of belonging to that respective cluster.
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5.3.2 Expectation Maximization

In the case of the Expectation Maximization algorithm, the variables
(the users) are represented as probability density functions, rather than
as single points. One common case is working with Gaussian Mixture
Models, in which the probability density functions are represented as a
mixture of multivariate normal densities.

The Gaussian mixture distribution is a multivariate distribution that
consists of a mixture of one or more multivariate Gaussian components.
The Expectation Maximization Algorithm (EM) is used to fit the data,
assigning posterior probabilities to each probability density with respect
to each observation (group belonging). The posterior probability is max-
imized and the local optimum solution represents the cluster belongings
(probability-wise).

5.3.3 Fuzzy clustering regarding to our data

Conceptually, fuzzy clustering assignment would make sense with respect
to our settings, as it might provide us more insight into the grouping of
the users than the hard assignment. However, the fuzzy techniques are
much more computationally demanding than the hard ones and our input
matrix has more observations per user (64391) than it does users (1449).

Therefore, it was impossible to run any of the fuzzy clustering tech-
niques on our data set using any of the MATLAB implemented algorithms
or even other versions of EM models, using other probability density
function formulations. Moreover, none of the MATLAB implemented
algorithms in the Fuzzy Clustering Toolbox [1] (e.g. The Gustafson-
Kessel algorithm, The Gath-Geva algorithm etc.), with different input
numbers of clusters, was able to complete the analysis of the data. For
future purposes, this kind of technique could be employed if the number
of considered groups is dramatically reduced.

6 k-means

6.1 Optimization problem

k-means clustering is a hard partitioning method which aims to locate
each data point into one of the k clusters, while minimizing the within-
cluster sum of squares (WCSS). The distance to be minimized (WCSS) is
defined with respect to a fixed metric (e.g. Euclidean, Correlation etc.),
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chosen prior to the optimization routine. Therefore, the goal of the min-
imization routine is the grouping of the objects, i.e. the clustering.

Given a set of n observations xi, where each xi is a user and is repre-
sented as a d - dimensional Boolean vector xij - the group belongings, with
j ∈ {1, 2, . . . , d}, group these observations into k sets {S1, S2, . . . , Sk}
with k <= n, such that each observation belongs to one and only one set
and the within-cluster sum of squares is minimized:

argmin
S

k∑
i=1

∑
xj∈Si

‖xj − µi‖2 (6)

where µi is the mean distance (with respect to the defined metric) of all
the points in Si.

6.2 Solving the minimization problem

As can be noticed, the minimization problem is separated in two direc-
tions:

1. Finding k, the number of clusters;

2. Finding the partitioning of the objects, i.e. the clusters themselves.

The potential number of clusters can be assigned any value varying from
1 to the number of observations. Still, there is no analytical way of
optimizing the number of clusters, while also optimizing their content.
This is the reason why, in the k-means framework, the number of clusters,
k, is given as an input and it is considered fixed. The problem then
becomes finding the partitioning of the input set into a given number of
clusters. Regarding computational complexity, the problem is NP-hard
in the general Euclidean space d (number of observations) even for 2
clusters [2, 8] and NP-hard for a general number of clusters k even in the
plane [22]. The algorithmic complexity, for a fixed number of clusters
k, objects n and observations d is O(ndk+1 log n) [17]. Therefore, for
clustering data sets in this manner, heuristic solutions are employed, and
the guarantee of a global solution cannot be obtained.
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6.3 The algorithm

The algorithm used is an iterative refinement technique, that minimizes
the distances from each point to its cluster centroid over all clusters.
The initial centroids (means) {m(1)

1 m
(1)
2 , . . . ,m

(1)
k } are chosen according

to the Forgy method [16], as random sample points from the input data.
The algorithm then proceeds by alternating between two distinct steps
[37, 21]:

1. Assignment step: assign each observation to the cluster with the
closest mean:

S
(t)
i = {xj : ‖xj −m(t)

i ‖ ≤ ‖xj −m
(t)
i∗ ‖, for all i∗ = 1, . . . , k} (7)

2. Update step: Calculate the new means to be the centroid of the
observations in the cluster:

m
(t+1)
i =

1

|S(t)
i |

∑
xj∈S

(t)
i

xj (8)

The algorithm is deemed to have converged when the assignments no
longer change.

7 Distance metric

The distance metric is an important factor in clustering, since the opti-
mization routine is assigning all the users to the nearest cluster, while
“nearest” is defined with respect to a metric. The most common metrics
used in clustering are [23, 24]:
Given anm−by−d data matrixM , representingm d-dimensional vectors:
x1, x2, . . . , xm, the different distance metrics between any two elements
xs and xt are defined as follows:

7.1 Squared Euclidean distance

d2st = (xs − xt)(xs − xt)′ (9)

This is the most common metric encountered in the analysis of Euclidean
space. In our case, as the vectors are represented solely through Boolean
values, the Euclidean distance actually measures the (square root of the)
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number of bits (groups) which differ (are not common) between the two
users. Therefore, even if it makes sense to use this with our data, it is
not very specific, since it does not take into account which are the groups
that differ as well.

When this metric is employed for clustering, each centroid is the mean
of the points in its cluster.

7.2 City Block metric

dst =
n∑

j=1

|xsj − xtj| (10)

This metric represents the sum of absolute differences between the two
vectors, i.e. the L1 distance. Since we are working with Boolean data,
the city block metric is nothing other than the square of the Euclidean
distance. Therefore, since this metric does not provide any additional
information, we discarded its use in favor of using the Euclidean distance.

7.3 Cosine distance

dst = 1− xsx
′
t√

(xsx′s)(xtx
′
t)

(11)

This metric is calculated as 1–the cosine of the angle between the two
objects, treated as vectors. Since our data are high-dimensional, this
distance measure is suitable for our analysis.
The centroid values are calculated as the mean of the points in the cluster,
after the points are normalized to the Euclidean length unit.

7.4 Correlation distance

dst = 1− (xs − xs)(xt − xt)′√
(xs − xs)(xs − xs)′

√
(xt − xt)(xt − xt)′

(12)

where xs = 1
n

∑
j xsj and xt =

1
n

∑
j xtj.

This metric measures the correlation between the two objects, treated
as sequences of variables. As our final goal was to group users that are
highly “similar” or correlated to each other, this metric is suitable for
our analysis. We expect the clustering results obtained after using this
function, to be similar to the ones obtained in the case of the Cosine
distance, since both are very close as to method and as to interpretation.
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In this case, each centroid is the mean of the points in the cluster (com-
ponentwise), after centering and normalizing those points to mean = 0
and standard deviation = 1.

7.5 Hamming distance

dst = (#(xsj 6= xtj)/n) (13)

The Hamming distance is generally suitable only for binary data. How-
ever, it only represents the percentage of bits that differ between the two
vectors. As mentioned above, since the length of all our feature vectors is
fixed, this metric returns the same information as the Euclidean distance
and as the City Block distance. Since we are already using the Euclidean
distance, employing this metric as well would not return any additional
information.

8 Objective function

8.1 Formalizing a good clustering

8.1.1 Defining the silhouette function

Even after the above formalism, it is still unclear what constitutes a
“good” clustering. In the beginning of the section, we stated that a “good”
clustering would mean tight inter-cluster connections as compared to
loose inter-cluster connections. We will now define this formally, using
as a basis the silhouette function [25, 28, 38].

The silhouette function is defined on the set of users and has as codomain
the closed real interval [−1, 1]. In each point, the value of the function
is a measure of how similar the point is to points in its own cluster,
compared to points in other clusters; more specifically, compared to the
points in the cluster it is the closest to. Using the same matrix notation
as before, this can be formulated as follows:

s : [1, n]→ [−1, 1]; s(i) = min b(i, :)− a(i)
max (a(i),min b(i, :))

(14)

where a(i) is the average distance from the ith point to the other points in
its cluster and b(i, k) is the average distance from the ith point to points
in another cluster k.
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The numerator of the function represents the difference between the
minimum distance of the user to any other cluster (by minimum distance,
we mean the average distance between the user and all the users in the
other cluster) and the average distance from the user to other users in
its own cluster.

The denominator represents the maximum between these two terms:
the minimum average inter-cluster distance and the average intra-cluster
distance.

The sign of the silhouette value is determined by the numerator. If
the average distance between the user and the other users in its cluster
a(i) is smaller than the minimum average distance between the user and
users in other clusters b(i, :), then the silhouette value will be positive.
Otherwise, it will be negative.
Taking these two cases into account, here is how the function looks:

s(i) =


1− a(i)

min b(i, :)
if a(i) < min b(i, :)

0 if a(i) = min b(i, :)

min b(i, :)

a(i)
− 1 if a(i) > min b(i, :)

(15)

8.1.2 Meaning of the silhouette function

For the silhouette function, a value of 1 means highest proximity to the
points in the same cluster, while a value of -1 means highest proximity
to the points in other clusters. A value close to 0 means that the point
is located on the natural border between the two clusters. Of course, a
value as high as possible (as close to 1 as possible) is desired.

8.1.3 Applying the silhouette function

Still, the silhouette function is defined on the objects to be clustered (the
users). What we propose, as a measure of the quality of the entire cluster-
ing process, is to calculate the mean silhouette value for each cluster and,
afterwards, to average these values for all the clusters. The final value
will offer us a hint about how “good” the clustering is. Mathematically
this means:
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Having k clusters {S1, S2, . . . , Sk}, we define the function s′ on the
clusters’ set, with values in the closed real interval [−1, 1]:

s′ :

∣∣∣∣ [1, k] −→ [−1, 1]
i 7−→ mean(s(k)) ∀k ∈ Si

score(clustering,metric) = mean(s′(i)), for i ∈ {1, 2, . . . , k} (16)

Because there is no analytical way of determining the natural number
of clusters in the data, our objective function (depending on the cluster-
ing and on the chosen metric) can help in this aspect. We expect to see
variations in the score of the objective function, as introduced by varia-
tions in the number of clusters and in the metric we choose. Therefore
the parameters for which we obtain a high score of the objective function
will show us the hidden number of clusters in our data set, as well as the
most natural way of calculating the distance between the users.

9 Visualization

Since our data are very high-dimensional (64391 dimensions/user), vi-
sualization is a problem. The usual clustering images, in which points
belonging to different clusters are colored differently, are located either in
the two or three-dimensional plane. One option, sometimes employed, is
to reduce the dimensions of the data in a more meaningful direction (e.g.
PCA - Principal Component Analysis), therefore mapping the 64391 di-
mensional space to a lower dimensional one. We did not employ this
option for two reasons.

First, we always worked with the raw, unprocessed data, because we
did not want to influence in any way the final results by eliminating any
of the information we had. We also thought that reducing the data, even
if only in the visualization procedure, might bias our interpretation of
the results.

The second reason was that reducing the 64391 dimension to 2 or 3
would mean leaving the data without any physical interpretation, as too
large a fraction of it would no longer exist. Given these two reasons, it
was clear that reducing the data was not a sensible procedure.
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The solution we chose was to use the silhouette plot[28], since it was
also in very good accordance with our choice for objective function. The
silhouette plot charts the silhouette values for each individual user and
groups them by clusters. Therefore, in each cluster, every point is repre-
sented by its silhouette value and each cluster becomes a set of silhouette
values for all the individual users it contains.

10 Results

10.1 Procedure

The statistical analysis on the users and on the groups, as well as the
clustering procedure and the interpretation of the results, was conducted
with MATLAB.

As previously noted, what we varied were the number of clusters,
from 2 to 20, and the metric (Euclidean distance, Correlation distance,
Cosine distance), both given as inputs to the clustering routine. For all
the runs, we calculated the score of the objective function and, in this
manner, assessed the quality of the clustering. Moreover, for each run, a
silhouette plot was produced.

All the 60 plots can be found, as separate files, in the archive joining
the report.

Overall, we did not obtain any significant correlation/“closeness” be-
tween objects in the same cluster, as compared to objects in different
clusters, even with all the variations we introduced in the parameters.
The scores we obtained, for the objective function, were slightly above
0 in almost all cases. Below, we look in closer detail at all the types of
metrices we tested.

10.2 Euclidean Distance

We already stated, in the above sections, that the Euclidean distance
will not be such a good measure for grouping the users. The reason
behind this was that, in the case of Boolean data, when comparing two
users, the distance represents nothing more than the number of groups
in which they differ. Therefore, users will be grouped more according
to the number of groups they belong to, than according to the groups
themselves.
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Nevertheless, we performed k-means with Euclidean Distance as input
as well. In almost all the cases, what we see is that one of the clusters
is very good (has a silhouette value of between 0.4 and 0.5), while the
other clusters have negative silhouette values (meaning that they were
“not well” assigned). This is due to two reasons:

10.2.1 Meaning

The users were clustered just according to the number of groups in which
they differ.

As there are many users with not - so - many groups, it was expected
that those users are clustered together. The users that are left have
a higher variation in the number of groups they belong to (e.g., the
maximum number of groups a user has is 1389), and therefore cannot be
properly clustered. One additional argument supporting this explanation
is that, indeed, in the case of the Euclidean Distance, the best (and pretty
good by itself) clustering is obtained when using as input only 2 clusters.
The interpretation of that is the users which have few groups (the big and
tight cluster) versus the users which have not - so -few groups (the small
cluster). As we increase the number of clusters, the users which have few
clusters begin to be separated, therefore the result decreases in quality
(objective function score).

Figure 10 shows the k-means results for the 2 clusters case. As can
be seen, there is one large, good cluster and another small, not-so-good
cluster

10.2.2 K-means is a heuristic method

The users are assigned, at every iteration, to the closest cluster, until
a local optimum is reached. In other words, users which agree in the
number of groups they differ are well clustered together, whereas the
remaining ones, which were not that good, are left aside. The new clus-
ters formed are obviously much worse, as the users do not agree among
themselves and the variations they induce are very high.

Figure 11 shows the k-means results for the 15 clusters case. One
can see how the “trend” is retained, some of the users are well clustered
together, whereas the others are not. It is worth pointing out though
that the number of users which are well clustered (the length of the big
cluster) has shortened. This is due to the fact that the data has to be
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Figure 10: k-means results with 2 clusters and Euclidean distance

split in 15 groups rather than 2, therefore the users with few groups have
to be further differentiated.

Figure 12 shows the objective function scores we obtained for all the
number of input clusters, using Euclidean distances. Given the fact that,
in most of the situation, the majority of the clusters had negative silhou-
ette values, the objective function score is negative as well. One can also
notice that there is no monotone tren (ascending/descending) among the
values, as we increase the input number of clusters in which the data will
be grouped.

10.3 Correlation and Cosine Distance

We treat these two types of distances together because, as we stated when
describing the metrices, their interpretation is similar. As expected, we
obtained similar results when using them.

The values of the silhouette function, for both metrices, are just
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Figure 11: k-means results with 15 clusters and Euclidean distance

Figure 12: The scores of the objective function for Euclidean Distance

slightly above 0, for almost all culsters (see Figures 13 and 14). This
is unlike the Euclidean distance case, where one of the clusters had sig-
nificant positive value and the others had negative values. Also, in these
two cases, the values are always positive, which shows that, overall, the
users clustered together are indeed more tighly connected than with users
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Figure 13: The scores of the objective function for Correlation Distance

Figure 14: The scores of the objective function for Cosine Distance

from other clusters. However, the correlation is, in our opinion, too small.
Moreover, one can notice, in these cases as well, that there is no mono-
tone tren (ascending/descending) in the values of the objective function,
as we increase the input number of clusters.

(a) 14 Clusters, Cosine distances (b) 14 Clusters, Correlation distance

Figure 15: Sample run for 14 clusters
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Figure 15 shows a sample run, with 14 clusters, for both these metri-
ces. The clusters do not appear meaningful. For all cluster numbers, as
can be seen by the objective function scores in Figures 13 and 14 as well,
the “tightness” of the grouping was similar. However, all other images
can be found as separate files joining the report.

In our opinion, both the Cosine and the Correlation metrices represent
the “tightness” inside the clusters and should have grouped the users in
a meaningful manner. The fact that we see no significant grouping can
be due to the following reasons:

10.3.1 The data was too unrelated

The data set we are working with is not the entire original one, which we
were unable to load into MATLAB because it was too large. We selected
therefore all the users which possess a number greater than 15 groups.
As the application obtained information from any person who ran it and
all the friends of that person, the data in the original matrix was likely
to have some hidden underlying patterns in it, as it was already slightly
spatially “grouped”. By selecting, out of this data, only users which fulfill
certain criteria, one of the possible effects was that the data will loose
the hidden patterns it has, therefore the clusters would not be noticed
anymore.

We took this possibility into account also when creating the working
data, but, at that time, we supposed that the inner grouping of the
data was strong enough, such that it can be seen as well only on the
users which have more than 15 groups. Moreover, as MATLAB has
memory restrictions when working with very large matrices, our other
option would have been to only select a compact slice out of the initial
matrix. This would have, indeed, guaranteed the spatial connectivity
still. However, the new problem would have been that the data was not
informative enough, as, in the initial data set, most of the users had only
one group.

10.3.2 The names of the groups

The Facebook application we ran judged every group by its unique ID.
It is widely known that, in Facebook, many groups have the same name,

41



Figure 16: Groups search results for ‘Switzerland’

same meaning, same function, but differnet IDs. e.g., if one likes Switzer-
land and wants to express this opinion through Facebook groups, there
are at least 100 Facebook groups named exactly the same: “Switzerland”,
some even using the exact same profile image: the Swiss flag. Figure
16 shows the first page of results obtained when searching for Facebook
Groups about Switzerland.

Our Facebook application judges every group by its unique ID, there-
fore, assuming the example only described, all these groups would be
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indexed differently. The application doesn’t know if the groups have
same meaning or are completely different as, in both cases, they would
have different IDs.

To conclude, if two users actually like the same group and are con-
ceptually connected through their preferences, this connection is lilely
not to be seen in the IDs of the Facebook groups, since there are many
Facebook groups sharing the same name.

10.3.3 k-means is a hard assignment method

Even though k-means is widely used in working with real data, in some
cases the assumption of any object belonging to one and only one cluster
can be unrealistic. From this aspect, the fuzzy partitioning methods
could render more meaningful results. Unfortunately, our dataset was
too large (the number of features per user) to allow us using this type of
methods.

11 Conclusions

11.1 Data

In the present work, we analyzed a very dense, popular and complex so-
cial network: Facebook. We obtained the data by running a Facebook
application that we wrote ourselves, which gathered information about
any user which clicked on the application and all her/his friends. Initially,
the application obtained all the information the user had publicly avail-
able. However, for confidentiallity reasons and also for better - defining
our research questions, we focused only on the groups that every user
likes and only indexed this information.

We initially obtained a lot of information, as many users ran the appli-
cation. However, MATLAB was unable to cope with the large size of the
input matrix, so we had to restrict it. In the end, we had as input data a
Boolean matrix with 1449 users and 64391 groups. Each row represents
a user and each column represents the user’s binary group belongings.

11.2 Research questions

The research questions we aimed to answer were the following:
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• Does there exist an interesting clustering of people rooted in shared
interests?

• Based on this clustering, can we find a sort of fingerprint of the
cluster?

• Is it possible to predict user interest based on the knowledge of his
cluster?

• When a new user appears, is it possible to assign him to one of the
existing clusters?

11.3 Methods

In order to answer our research questions, we analyzed the existing clus-
tering methods in the literature [7] and it turned out that, in our case,
their application was subject to the following two constraints:

1. Interpretability;

2. Computational demand.

Our possibilites were limited by these constraints and, in the end, we
chose to perform the analysis with the hard partitioning method k-means
clustering [7]. We varied the kind of metric used (Euclidean, Correlation
and Cosine) and the number of clusters in which the data should be
grouped (from 1 to 20).

11.4 Results

However, we did not find any significant clustering of the users in our
input data, based on their interests represented as Facebook Groups.
Therefore, unfortunately, 3 of our 4 research questions did not make
sense anymore, in the light of our results.

The underlying reasons we propose as being the basis of our findings
are:

• The data lost its underlying patterns when we restricted it.

• The groups are identified by the application solely on the basis of
their ID, therefore multiple groups with the same name and meaning
will be seen as completely different.
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• k-means is a hard assignment method, which might be unrealistic.
Better results could have been obtained when using fuzzy clustering
techniques. Unfortunately, the large size of our data prevented us
from doing so.

12 Future work

However, we still think that there exists a clustering of Facebook users
solely based on their interests, expressed as belongings to Facebook groups.
Some improvements to the present work can be imagined:

12.1 Unrestricted users

Working with blocks of unrestricted users, out of the initial dataset. How-
ever, when doing this, it should be taken into account that the data might
loose its informative power, as there might be too many users which be-
long to only one group. Therefore, a suitable dataset should be selected,
following these two constraints.

12.2 Fuzzy clustering

Developing a suitable and fast fuzzy - clustering algorithm, capable of
coping with large sets of data. This idea could make the analysis more
realistic and chances are that the resulting clusters are more significant,
once any user is allowed to belong to more than one cluster.
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A MATLAB CODE

A.1 Statistic indicators

% this function returns some basic statistics indicators of our data:
% users and groups
% written by:
% Simona Constantinescu, csimona@student.ethz.ch
% David Tortel, dtortel@student.ethz.ch
% ETH Zurich, May 2011

function [statsUsers statsGroups] = computeSimpleStatistics()
% load the boolean matrix of users and groups:
% rows: users;
% columns: groups;
% m(i,j) = 1 if user i belongs to group j and otherwise

load matrix.m;
% remove from the matrix the columns (groups) with no users
% this can happen because of the trimming, when obtaining the data
m = matrix(:,logical(any(matrix)));

% USERS ANALYSIS

% number of groups for each user
statsUsers.numGroups = sum(m,2);
% maximum number of groups per user
statsUsers.maxGroups = max(statsUsers.numGroups);
% minimum number of groups per user
statsUsers.minGroups = min(statsUsers.numGroups);
% mean number of groups per user
statsUsers.meanGroups = mean(statsUsers.numGroups);
% trimmed mean of groups per user (excluding 10% outliers)
statsUsers.meanGroupsTrimmed = trimmean(statsUsers.numGroups,10);
% median number of groups per user
statsUsers.medianGroups = median(statsUsers.numGroups);
% standard deviation for number of groups/user
statsUsers.sdGroups = std(statsUsers.numGroups);
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%GROUPS ANALYSIS
% number of users in each group
statsGroups.numUsers = sum(m,1);
% maximum number of users per group
statsGroups.maxUsers = max(statsGroups.numUsers);
% minimum number of users per group
statsGroups.minUsers = min(statsGroups.numUsers);
% mean number of users per group
statsGroups.meanUsers = mean(statsGroups.numUsers);
% trimmed mean of users per group (excluding 10% outliers)
statsGroups.meanUsersTrimmed = trimmean(statsGroups.numUsers,10);
% median number of users per group
statsGroups.medianUsers = median(statsGroups.numUsers);
% standard deviation for number of groups/user
statsGroups.sdUsers = std(statsGroups.numUsers);

% the number of Users per Group as plot
figure();
plot(statsGroups.numUsers);
title(’Number of Users per Group’);
xlabel(’Groups’);
ylabel(’Users’);
figure();
hist(statsGroups.numUsers’);

% the number of Users per Group as histogram
figure();
hist(statsGroups.numUsers,50);
title(’Histogram of number of Users and number of Groups’);
xlabel(’Number of groups’);
ylabel(’Number of users’);

% the number of Groups per Users as plot
figure();
plot(statsUsers.numGroups);
title(’Number of Groups per User’);
xlabel(’Users’);
ylabel(’Groups’);
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% the number of Groups per User as histogram
figure();
hist(statsUsers.numGroups,50);
title(’Histogram of number of Groups and number of Users’);
xlabel(’Number of users’);
ylabel(’Number of groups’);
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A.2 Clustering

% this function performs the clustering of the data, using kmeans
% various distance metrics (Euclidean, Correlation, Cosine), as well as
% various numbers of clusters (1-n) are used
% inputs:
% m: the input data
% n: the maximum number of clusters to be tried
% outputs:
% scoring structures for all the distance metrices (socreE, scoreCR,
% scoreCS), with number of elements equals number of input clusterings to
% be tried. each element of each vector represents the score obtained under
% our formulation of the objective function (see report).

% authors:
% Simona Constantinescu: csimona@student.ethz.ch
% David Tortel: dtortel@student.ethz.ch
%
% ETH Zurich, May 2011

function [scoreE scoreCR scoreCS] = computeAndPlotClusters(m,n)

scoreE = zeros(1,n);
scoreCR = zeros(1,n);
scoreCS = zeros(1,n);

for i=2:20

clear(’-regexp’,’^I|^C|^s|^h|^D’);
index = num2str(i);

% EUCLIDEAN DISTANCE

% save the data structures separately, maybe they will be useful
% afterwards
IDXname = strcat(’IDX’, index,’E’);
Cname = strcat(’C’, index,’E’);
sumdname = strcat(’sumd’,index,’E’);
Dname = strcat(’D’,index,’E’);
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% perform k - means
[IDX,C,sumd,D] = kmeans(m,i);
assignin(’caller’, IDXname, IDX);
assignin(’caller’, Cname, C);
assignin(’caller’, sumdname, sumd);
assignin(’caller’, Dname, D);
filename = strcat(’/home/csimona/Desktop/Facebook/Data’,’kmeans’,index,’E’);
figure();
% compute and plot the silhouette value for each user
[s h] = silhouette(m,IDX);
tit = strcat(index,’ Clusters obtained by Euclidean distances’);
title(tit);
% compute and save the score of our objective function
for j=1:size(D,2)

score(j) = mean(s(find(IDX==j)));
end
scoreE(i) = mean(score);
save(filename);

% CORRELATION DISTANCE

% save the data structures separately, maybe they will be useful
% afterwards
clear(’-regexp’,’^I|^C|^s|^h|^D’);
IDXname = strcat(’IDX’, index,’CR’);
Cname = strcat(’C’, index,’CR’);
sumdname = strcat(’sumd’,index,’CR’);
Dname = strcat(’D’,index,’CR’);
% perform k - means
[IDX,C,sumd,D] = kmeans(m,i,’distance’,’correlation’);
assignin(’caller’, IDXname, IDX);
assignin(’caller’, Cname, C);
assignin(’caller’, sumdname, sumd);
assignin(’caller’, Dname, D);
filename = strcat(’/home/csimona/Desktop/Facebook/Data’,’kmeans’,index,’CR’);
figure();
% compute and plot the silhouette value for each user
[s h] = silhouette(m,IDX,’correlation’);
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tit = strcat(index,’ Clusters obtained by Correlation distances’);
title(tit);
% compute and save the score of our objective function
for j=1:size(D,2)

score(j) = mean(s(find(IDX==j)));
end
scoreCR(i) = mean(score);
save(filename);

% COSINE DISTANCE

% save the data structures separately, maybe they will be useful
% afterwards
clear(’-regexp’,’^I|^C|^s|^h|^D’);
IDXname = strcat(’IDX’, index,’CS’);
Cname = strcat(’C’, index,’CS’);
sumdname = strcat(’sumd’,index,’CS’);
Dname = strcat(’D’,index,’CS’);
% perform k - means
[IDX,C,sumd,D] = kmeans(m,i,’distance’,’cosine’);
assignin(’caller’, IDXname, IDX);
assignin(’caller’, Cname, C);
assignin(’caller’, sumdname, sumd);
assignin(’caller’, Dname, D);
filename = strcat(’/home/csimona/Desktop/Facebook/Data’,’kmeans’,index,’CS’);
figure();
% compute and plot the silhouette value for each user
[s h] = silhouette(m,IDX,’cosine’);
tit = strcat(index,’ Clusters obtained by Cosine distances’);
title(tit);
% compute and save the score of our objective function
for j=1:size(D,2)

score(j) = mean(s(find(IDX==j)));
end
scoreCS(i) = mean(score);
save(filename);

end
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